
a

s
rlands
,

blems
article
m rather

ack to
rass-
J. Math. Anal. Appl. 310 (2005) 97–115

www.elsevier.com/locate/jma

A Grassmannian band method approach
to the Nehari–Takagi problem

Orest Iftimea,b, Marinus Kaashoekc, Amol Sasaned,∗

a Delft Center for Systems and Control, Delft University of Technology, Mekelweg 2, 2628 CD Delft,
The Netherlands

b Faculty of Economics, University of Groningen, Landleven 5, 9747 AD Groningen, The Netherland
c Department of Mathematics, Vrije Universiteit, De Boelelaan 1081A, 1081 HV Amsterdam, The Nethe

d Department of Mathematics, London School of Economics, Houghton Street, London WC2A 2AE
United Kingdom

Received 22 December 2004

Available online 5 March 2005

Submitted by J.A. Ball

Abstract

The band method is a flexible method for solving a variety of interpolation and extension pro
which has evolved into increasing levels of sophistication over the past two decades. This
enhances the Grassmannian version of the band method to handle the Nehari–Takagi proble
than merely the Nehari problem.
 2005 Elsevier Inc. All rights reserved.
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1. Introduction

The Grassmannian approach to the Nehari (and Nehari–Takagi) problem goes b
the paper by Ball and Helton [4], and the first attempt at an axiomatization of the G
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mannian approach (in the Nehari problem case) was made in Ball [1]. The band m
initiated by Dym and Gohberg [7], provides a unifying framework for solving stri
contractive extension problems; see [10] for an overview and [13] for one of the
variations. A synthesis of the Grassmannian approach and the band method was de
by Ball, Gohberg and Kaashoek (see [3]), and it is called the Grassmannian appro
extensions problems. The solution to the so-called strictly contractive extension prob
this abstract framework, when applied to a certain concrete case, yielded a complet
acterization of solutions to the Nehari problem. The Nehari–Takagi problem is a mor
eral problem, and the Nehari problem can be considered to be a special case of this p
(an excellent exposition of this can be found, for instance in Young [15]). However
more general Nehari–Takagi problem does not fit a priori in the abstract framework

The aim of this paper is to suitably enlarge the abstract framework in [3] so as to in
the Nehari–Takagi problem as a special case as well. In the more general setting (a
pared to the one in [3]) presented in this paper, one has a family of problems (index
the nonnegative integersl) and in the special case whenl = 0, one gets the strictly contra
tive extension problem of [3]. Thus, our setting can be thought of as a more refined v
of [3]. Our abstract setting applies to transfer functions of multi-input multi-output
tems, possibly of infinite dimensions, as well as to time varying finite-dimensional sys
A preliminary version of this paper, dealing with the scalar case, has been presented

In Section 2 we formulate our abstract setting. In Section 3 we give the statem
the strictly contractive extension problem of Nehari–Takagi type in this abstract se
and present our main theorem which provides a characterization of all solutions
problem, under certain natural factorization assumptions. The proof of our main the
given in Section 5, is based on some properties of linear fractional maps which we p
in Section 4. The final section has a review character and illustrates our abstract re
two concrete extension problems, namely

1. The Nehari–Takagi problem for a class of time invariant infinite-dimensional sys
2. The Nehari–Takagi problem for time varying finite-dimensional linear systems.

The solutions of these problems are known (see, for instance, Sasane [14] an
Mikkola and Sasane [5] for the first problem, and Kaashoek and Kos [12]). We show
these two problems fit into our abstract framework and that one can deal with b
the above problems as special cases of our main result. Thus in some sense our a
captures the essence of the proofs given in [12,14]. We also mention that our main
applies equally well to discrete time systems, both in a time invariant and a time
ant setting. A remaining open problem is to use the abstract setting in order to so
Nehari–Takagi problem for time varying, infinite-dimensional linear systems, which
so far not been considered.

2. Basic objects and their properties

We begin with some preliminaries about matrices over aC∗-algebra. ThroughoutR

will be a unitalC∗-algebra with unite. Givenp,m ∈ N we letRp×m denote the space of



O. Iftime et al. / J. Math. Anal. Appl. 310 (2005) 97–115 99

]).

e

ents

t

ce the

jects

an

of
all p ×m matrices with entries fromR and with the corresponding norm‖ · ‖Rp×m defined
via the Gelfand–Naimark construction, which we recall below (see, for instance, [10

Theorem 2.1 (Gelfand–Naimark). LetR be aC∗-algebra. Then there is a Hilbert spac
H and an isometric∗-isomorphism ofR onto a closed∗-subalgebra ofL(H).

In light of this theorem, we equipRp×m with the following norm. IfK ∈Rp×m, then

‖K‖Rp×m = sup
{‖Kx‖ | x ∈Hm, ‖x‖ � 1

}
. (1)

If K1 ∈ Rp×m andK2 ∈ Rm×l , then‖K1K2‖Rp×l � ‖K1‖Rp×m‖K2‖Rm×l , whereK1K2
is defined by the usual matrix multiplication. IfK ∈ Rp×m, thenK∗ ∈ Rm×p is the ma-
trix with (i, j)th entryK∗(i, j) = (K(j, i))∗. For K1 ∈ Rp×m andK2 ∈ Rm×l , we have
(K1K2)

∗ = K∗
2K∗

1 . From the Gelfand–Naimark theorem, it is easy to see that‖K∗‖Rm×p =
‖K‖Rp×m .

The casem = p is of particular interest. Indeed,Rm×m equipped with the norm
‖ · ‖Rm×m and the involution∗ is again a unitalC∗-algebra with the unitEm being the
m × m matrix with e on the diagonal and zeros elsewhere. The set of invertible elem
in Rm×m is denoted byGRm×m. An elementK ∈ Rm×m is said to bepositive definite,
denoted byK >Rm×m 0 if K = A∗A for someA ∈ GRm×m. An elementK ∈ Rp×m

is said to bestrictly contractiveif Em − K∗K >Rm×m 0, which is, in turn, equivalen
with ‖K‖Rp×m < 1, or equivalent withEp − KK∗ >Rp×p 0. Note that ifK ∈ Rm×m and
‖K‖Rm×m < 1, then(Em − K)−1 ∈Rm×m.

The following items 1–4 describe our basic objects, the general setup and introdu
necessary definitions.

1. The triple(R,N+,N ). Just as in Ball, Gohberg and Kaashoek [3], the basic ob
are a unitalC∗-algebraR with unit e, a subalgebraN of R, and a subalgebraN+ of N . We
also assume that the unite of R belongs toN+. Given these basic objects we introduce
additional stratification onN p×m, the set ofp × m matrices with entries in the algebraN .

2. Stratification functionµ. For eachp,m ∈ N, we assume the existence of astratifica-
tion functionµ :N p×m → N ∪ {0} that satisfies the properties M1–M3 given below.

M1. K ∈ N p×m is such thatµ(K) = 0 if and only ifK ∈ N p×m
+ .

M2. µ(K1 + K2) � µ(K1) + µ(K2) for all K1,K2 ∈N p×m.
M3. µ(K1K2) � µ(K1) + µ(K2) for all K1 ∈ N p×n andK2 ∈N n×m.

This produces a stratification onN p×m as follows. Define

N p×m
[l] = {

K ∈ N p×m | µ(K) = l
}
.

ThenN p×m

[0] = N p×m
+ , and definingN p×m

l = ⋃
k�l N

p×m
[l] , we get the increasing chain

subsets

N p×m
+ = N p×m

[0] = N p×m

0 ⊂ N p×m

1 ⊂ N p×m

2 ⊂ · · ·⋃

of N p×m = l�0N

p×m
l .
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3. Index functionν. In order to make “pole-zero counting arguments” in this abstract
ting, it turns out that the above stratification function is not quite enough. So we intro
an auxiliary index function and demand that it is homotopically invariant (item 4 belo

Let m ∈ N. Recall thatNm×m+ ∩ GRm×m consists of all elements inNm×m+ that are
invertible inRm×m. We assume that

K ∈ Nm×m+ ∩ GRm×m implies K−1 ∈Nm×m. (2)

This allows to define an index functionν :Nm×m+ ∩ GRm×m → {0,1,2, . . .} as follows:

ν(K) = µ
(
K−1) = inf

{
l | K−1 ∈ Nm×m

l

}
.

We also assume that

ν(K1K2) = ν(K1) + ν(K2), K1,K2 ∈ Nm×m+ ∩ GRm×m. (3)

4. Homotopic invariance of the index.We assume that the following property is satisfi
If M,N ∈Nm×m+ , andtN + M ∈ GRm×m for 0� t � 1, thenν(M) = ν(N + M).

We conclude this section with the definition of a coprime factorization. LetM ∈ Nm×m+
andN ∈N p×m

+ . The pair(M,N) is said to beright coprime overN+ if there exist matrices
X,Y with entries inN+ such that

XM − YN = Em.

The elementK ∈ Rp×m is said to admit aright coprime factorizationoverN+ if there
exist M ∈ Nm×m+ , N ∈ N p×m

+ such thatM ∈ GRm×m, the pair(M,N) is right coprime
overN+, andK = NM−1.

Lemma 2.2. If K ∈ N p×m admits a right coprime factorizationK = NM−1 overN+,
thenν(M) = µ(K).

Proof. Since M ∈ GRm×m ∩ Nm×m+ , it follows that M−1 ∈ Nm×m, and soν(M) =
µ(M−1) is defined. UsingK = NM−1, it follows that

µ(K) = µ
(
NM−1) � µ(N) + µ

(
M−1) = 0+ µ

(
M−1) = ν(M). (4)

Here we used thatµ(N) = 0 becauseN ∈ N p×m
+ . Now let X,Y be matrices with entrie

in N+ such thatXM − YN = Em. ThenX − YK = M−1 and so

ν(M) = µ
(
M−1) = µ(X − YK) � µ(X) + µ(YK) = 0+ µ(Y ) + µ(K)

= 0+ µ(K) = µ(K). (5)

From (4) and (5), it follows thatµ(K) = ν(M). �
Remark. The assumption (2) is a limitation on the use of the Grassmannian band m
Indeed, it rules out an application to the tripleN+ = H∞ (the Hardy space of bounded a
analytic functions in the open right-half plane),N = ⋃

l�0 H∞
l (the space of functions tha

can be decomposed into the sum of a function inH∞ and a rational function with all pole
in the open right-half plane), andR= L∞ (over the imaginary line). As a consequence

abstract scheme in our paper does not cover the classical function theory setting while Ball,
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Mikkola and Sasane [5] handles this case. This limitation is known and already appe
earlier papers on the band method. For instance, the solution of the abstract con
band method extension problems works well in a Wiener algebra setting (see [10, C
XXXV]) but it does not yield the solution of the classical Nehari problem in aL∞-setting.
On the other hand, as is shown in [8], the abstract positive real band method ext
problem applies to theH∞/L∞-setting. It is an interesting open problem to extend
general Grassmannian band method to include the Nehari and the Nehari–Takagi pr
for the classical function theory set up.

3. Problem statement and the main theorem

Fix K ∈ Rp×m. An elementF ∈ Rp×m is said to be astrictly contractive extension o
order l for K if the following hold:

1. F −K ∈N p×m and admits a right coprime factorization overN+, andµ(F −K) = l.
2. Em − F ∗F >Rm×m 0.

GivenK ∈ Rp×m, we wish to derive a linear fractional representation of all strictly c
tractive extensions of orderl for K .

In order to do this, we will assume that there exists a(p + m) × (p + m) matrix

Θ =
[

Θ11 Θ12
Θ21 Θ22

]
∈ R(p+m)×(p+m), (6)

with entries inR that satisfies the following additional conditions:

S1: Θ

[
N p×1

+
Nm×1+

]
=

[
Ep K

0 Em

][
N p×1

+
Nm×1+

]
,

S2: Θ22 ∈ GRm×m and ν(Θ22) = l,

S3: Θ∗
[

Ep 0
0 −Em

]
Θ =

[
Ep 0
0 −Em

]
.

We remark that in Lemma 4.3 we prove that S1 implies thatΘ22 ∈ Nm×m+ . Thus, by
the first part of S2, we haveΘ22 ∈ Nm×m+ ∩ GRm×m, and henceν(Θ22) is well defined.
Property S2 requiresν(Θ22) = µ(Θ−1

22 ) = l.
We shall prove the following result, which characterizes all strictly contractive ex

sions of orderl for a givenK ∈ Rp×m.

Theorem 3.1. Let K ∈ Rp×m and letΘ satisfies conditionsS1–S3. Then given anyQ ∈
N p×m

+ such thatQ is strictly contractive,F defined by

F = (Θ11Q + Θ12)(Θ21Q + Θ22)
−1 (=:FΘ(Q))

is a strictly contractive extension of orderl for K .
Conversely, ifF is a strictly contractive extension of orderl for K , there exists aQ ∈
N p×m
+ such thatQ is strictly contractive andF = FΘ(Q).
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To give some further insight into the conditions S1–S3, let us consider the follo
(p + m) × (p + m) matrices with entries inR:

V =
[

V11 V12
V21 V22

]
:=

[
Ep −K

0 Em

]
Θ, J =

[
Ep 0
0 −Em

]
. (7)

Assume that conditions S1 and S3 are satisfied. As we will see later (Lemma 4.
implies thatΘ is invertible inR(p+m)×(p+m). ThusV is invertible inR(p+m)×(p+m), and
we can rewrite S3 as[

Ep K

K∗ Em − K∗K

]
= (

V −1)∗
JV −1. (8)

Next, notice that condition S1 also implies that the entries ofV andV −1 are inN+ (see
Corollary 4.5). Hence condition S2 requires the spectral factorV to be of a special type
namely the entryV22 (= Θ22) is invertible, andν(Θ22) = l.

Conversely, in order to find a matrixΘ ∈ R(p+m)×(p+m) satisfying conditions S1–S3
one proceeds as follows. First as in (8), one looks for aJ -spectral factorization relative t
N+ of the matrix[

Ep K

K∗ Em − K∗K

]
.

Next, one checks whether the factorV can be chosen in such a way that it satisfies
additional property referred to above. If so, then one definesΘ via the first identity in (7).
This matrixΘ satisfies conditions S1–S3, and one can apply Theorem 3.1 to get all s
contractive extensions of orderl for K .

4. Preliminaries about linear fractional maps

In this section we collect together a number of results on linear fractional maps
type appearing in Theorem 3.1. First we show that under appropriate assumptio
linear fractional mapFΘ maps the open unit ball in a one-to-one way onto itself.

Proposition 4.1. Let

Θ =
[

Θ11 Θ12
Θ21 Θ22

]
∈ R(p+m)×(p+m).

Assume conditionS3 is satisfied, and thatΘ andΘ22 are invertible inR(p+m)×(p+m) and
Rm×m, respectively. Then the map

FΘ(Q) = (Θ11Q + Θ12)(Θ21Q + Θ22)
−1

is well defined onB = {Q ∈Rp×m | Em − Q∗Q >Rm×m 0}, andFΘ |B is a bijection onB.
Furthermore,

(FΘ |B)−1 = FΘ−1|B. (9)
Proof. We divide the proof into four steps.
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Step 1. In this step, we show thatFΘ is well defined onB. Let

J =
[

Ep 0
0 −Em

]
.

Then assumption S3 givesΘ∗JΘ = J . Consequently,

ΘJΘ∗ = (ΘJΘ∗)(JJ ) = (ΘJΘ∗)
(
J
(
ΘΘ−1)J ) = ΘJ(Θ∗JΘ)Θ−1J

= ΘJJΘ−1J = J.

In particular,Θ21Θ
∗
21 − Θ22Θ

∗
22 = −Em. SinceΘ22 is invertible, it follows that

Θ−1
22 Θ21Θ

∗
21

(
Θ∗

22

)−1 − Em = −Θ−1
22

(
Θ∗

22

)−1
.

Hence‖Θ∗
21(Θ

∗
22)

−1‖Rp×m < 1 and so∥∥Θ−1
22 Θ21

∥∥
Rm×p = ∥∥(

Θ−1
22 Θ21

)∗∥∥
Rp×m = ∥∥Θ∗

21

(
Θ∗

22

)−1∥∥
Rp×m < 1.

Using‖Q‖Rp×m < 1, it follows that∥∥Θ−1
22 Θ21Q

∥∥
Rm×m �

∥∥Θ−1
22 Θ21

∥∥
Rm×p‖Q‖Rp×m < 1.

HenceΘ21Q + Θ22 = Θ22[Θ−1
22 Θ21Q + Em] is invertible, andF = FΘ(Q) is a well-

defined element ofRp×m.

Step 2. Next we show thatF = FΘ(Q) is strictly contractive ifQ ∈ B. First of all, note
that [

F

Em

]
=

[
(Θ11Q + Θ12)(Θ21Q + Θ22)

−1

(Θ21Q + Θ22)(Θ21Q + Θ22)
−1

]
= Θ

[
Q

Em

]
X−1, (10)

whereX = Θ21Q + Θ22. Hence, using condition S3, we have that

Em − F ∗F = [
F ∗ Em

][ −Ep 0
0 Em

][
F

Em

]

= (
X−1)∗[

Q∗ Em

]
Θ∗

[ −Ep 0
0 Em

]
Θ

[
Q

Em

]
X−1

= (
X−1)∗[

Q∗ Em

][ −Ep 0
0 Em

][
Q

Em

]
X−1

= (
X−1)∗[

Em − Q∗Q
]
X−1 >Rm×m 0.

ThusF ∈ B.

Step 3. In this step we show that S3 holds withΘ−1 instead ofΘ , and that the submatri
of Θ−1 through rowsp +1 top +m, and columnsp +1 top +m (that is, the(2,2) block
entry ofΘ−1 if partitioned in conformity withΘ) is invertible. To see this, letJ denote
the matrix as in the first step. Condition S3 and the invertibility ofΘ imply that

−1 ∗
[

Θ∗
11 −Θ∗

21

]

Θ = JΘ J = −Θ∗

12 Θ∗
22

. (11)
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Hence the(2,2) block entry ofΘ−1 is Θ∗
22, which is invertible, sinceΘ22 is invertible.

Furthermore,(
Θ−1)∗

JΘ−1 = (Θ∗)−1J (JΘ∗J ) = J.

Hence S3 holds withΘ−1 instead ofΘ .

From what has been proved in the previous paragraph, we conclude that the re
the first two steps also hold withΘ−1 instead ofΘ . ThusFΘ−1 is well defined onB, and
mapsB into itself. Therefore, in order to complete the proof, it remains to show that

FΘ−1

(
FΘ(Q)

) = Q for all Q ∈ B, and (12)

FΘ

(
FΘ−1(F )

) = F for all F ∈ B. (13)

Actually, sinceΘ−1 has the same properties asΘ , it suffices to prove (12). We will do thi
in the next step.

Step 4. TakeQ ∈ B, and defineF = FΘ(Q), andG = FΘ−1(F ). By using (10) forΘ as
well asΘ−1, we have[

F

Em

]
= Θ

[
Q

Em

]
(Θ21Q + Θ22)

−1,[
G

Em

]
= Θ−1

[
F

Em

](−Θ∗
12F + Θ∗

22

)−1
.

Now observe that

−Θ∗
12F + Θ∗

22 = [ 0m×p Em ]
[

Θ∗
11F − Θ∗

21−Θ∗
12F + Θ∗

22

]
= [ 0m×p Em ]Θ−1

[
F

Em

]

= [ 0m×p Em ]Θ−1Θ

[
Q

Em

]
(Θ21Q + Θ22)

−1

= [ 0m×p Em ]
[

Q

Em

]
(Θ21Q + Θ22)

−1 = (Θ21Q + Θ22)
−1.

In particular,(Θ21Q + Θ22)
−1(−Θ∗

12F + Θ∗
22)

−1 = Em. But then

G = [ Ep 0p×m ]
[

G

Em

]
= [ Ep 0p×m ]Θ−1

[
F

Em

](−Θ∗
12F + Θ∗

22

)−1

= [ Ep 0p×m ]Θ−1Θ

[
Q

Em

]
(Θ21Q + Θ22)

−1(−Θ∗
12F + Θ∗

22

)−1

= [ Ep 0p×m ]
[

Q

Em

]
= Q.

Thus (12) is proved, and the proof is complete.�
As consequences of the assumptions S1 and S3 we state some simple lemmas
will be used in the next section to prove the main theorem.
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Lemma 4.2. Assume that conditionsS1andS3are satisfied. Then the matrixΘ is invert-
ible in R(p+m)×(p+m), andΘ−1 is given by

Θ−1 = JΘ∗J =
[

Θ∗
11 −Θ∗

21−Θ∗
12 Θ∗

22

]
.

Proof. From assumption S1, it follows that

Θ

[
N p×k

+
Nm×k+

]
=

[
Ep K

0 Em

][
N p×k

+
Nm×k+

]
, k = 1,2, . . . .

Sincee belongs toN+, we haveEp+m belongs toN (p+m)×(p+m)
+ , and hence the abov

identity (with k = p + m) shows that there exists a matrixX ∈ N (p+m)×(p+m)
+ such that

ΘX =
[

Ep K

0 Em

]
.

The term in the right-hand side of the previous identity is invertible. Hence inR(p+m)×(p+m)

the matrixΘ has a right inverse,Θ ′ say, that is,ΘΘ ′ = Ep+m. Next define

Θ ′′ =
[ −Ep 0

0 Em

]
Θ∗

[ −Ep 0
0 Em

]
=

[
Θ∗

11 −Θ∗
21−Θ∗

12 Θ∗
22

]
.

Then assumption S3 yields thatΘ ′′Θ = Ep+m. Thus

Θ ′′ = Θ ′′Ep+m = Θ ′′(ΘΘ ′) = (Θ ′′Θ)Θ ′ = Ep+mΘ ′ = Θ ′.
SoΘ is invertible inR(p+m)×(p+m) with Θ−1 = Θ ′′. �
Lemma 4.3. Assume that conditionS1 is satisfied. ThenΘ21 ∈Nm×p

+ andΘ22 ∈ Nm×m+ .

Proof. From assumption S1, it follows that

[ 0m×p Em ]
[

Θ11 Θ12
Θ21 Θ22

][
N p×1

+
Nm×1+

]
= [ 0m×p Em ]

[
Ep K

0 Em

][
N p×1

+
Nm×1+

]

= Nm×1+ .

In particular,

Θ21N p×1
+ = [ Θ21 Θ22 ]

[
N p×1

+
0m×1

]
⊂ [ 0m×p Em ]

[
Θ11 Θ12
Θ21 Θ22

][
N p×1

+
Nm×1+

]

= Nm×1+ .

Sincee,0∈ N+, we have thatΘ21 ∈Nm×p
+ . Similarly

Θ22Nm×1+ = [Θ21 Θ22]
[

0p×1

Nm×1+

]
⊂ [0m×p Em]

[
Θ11 Θ12
Θ21 Θ22

][
N p×1

+
Nm×1+

]
= Nm×1+ ,

m×1 m×1 m×m
and soΘ22N+ ⊂ N+ . Sincee,0∈N+, we obtain also thatΘ22 ∈ N+ . �
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n

–S3
Lemma 4.4. Assume that conditionsS1andS3are satisfied. ThenΘ∗
11 ∈ N p×p

+ andΘ∗
12 ∈

Nm×p
+ .

Proof. Condition S3 may be rewritten as[ −Θ∗
11 Θ∗

21−Θ∗
12 Θ∗

22

][
Θ11 Θ12
Θ21 Θ22

]
=

[ −Ep 0
0 Em

]
,

and using condition S1 we have that[ −Ep 0
0 Em

][
N p×1

+
Nm×1+

]
=

[ −Θ∗
11 Θ∗

21−Θ∗
12 Θ∗

22

][
Ep K

0 Em

][
N p×1

+
Nm×1+

]
.

In particular,

−Θ∗
11N

p×1
+ = [ −Θ∗

11 Θ∗
21

][
Ep K

0 Em

][
N p×1

+
0m×1

]
⊂ N p×1

+

and

−Θ∗
12N

p×1
+ = [ −Θ∗

12 Θ∗
22

][
Ep K

0 Em

][
N p×1

+
0m×1

]
⊂ N p×1

+ .

Sincee,0∈ N+, we obtainΘ∗
11 ∈ N p×p

+ andΘ∗
12 ∈Nm×p

+ . �
DefineV ∈R(p+m)×(p+m) by

V =
[

V11 V12
V21 V22

]
:=

[
Ep −K

0 Em

]
Θ. (14)

Corollary 4.5. LetV ∈ R(p+m)×(p+m) be defined as in(14). If Θ satisfiesS1andS3, then
V is invertible inR(p+m)×(p+m), and the entries ofV andV −1 belong toN+.

Proof. Since S1 and S3 are satisfied, we know thatΘ is invertible in R(p+m)×(p+m)

(Lemma 4.2), and henceV is invertible inR(p+m)×(p+m). But then S1 can be rewritte
in the following equivalent form:

V

[
N p×1

+
Nm×1+

]
=

[
N p×1

+
Nm×1+

]
,

which is equivalent to the statement that the entries ofV andV −1 belong toN+. �

5. Proof of the main theorem

In this section we prove Theorem 3.1. ThroughoutK ∈Rp×m, andΘ is the(p + m) ×
(p + m) matrix with entries inR, partitioned as in (6). We assume that conditions S1

are satisfied. Recall thatB = {Q ∈ Rp×m | Em − Q∗Q >Rm×m 0}.
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Proof of Theorem 3.1. From Lemma 4.2, we know thatΘ is invertible inR(p+m)×(p+m).
Furthermore, according to condition S2, the elementΘ22 is invertible inRm×m. But then
we can apply Proposition 4.1 to show that the mapFΘ in Theorem 3.1 is well define
on B, and mapsB in a one-to-one way onto itself.

Step 1. Let Q ∈ B ∩ N p×m
+ . We already know thatF = FΘ(Q) is strictly contractive.

According to Lemma 4.3, the entries ofΘ21 andΘ22 belong toN+. We claim that

ν(Θ21Q + Θ22) = l. (15)

To see this, we apply the assumption of homotopic invariance of the index function
4 in Section 2) withN = Θ21Q andM = Θ22. Indeed, fort ∈ [0,1], we havetQ ∈ B,
and hence we know from Proposition 4.1 thattΘ21Q + Θ22 = Θ21(tQ) + Θ22 ∈ GRm×m

for t ∈ [0,1]. According to condition S2 we haveν(Θ22) = l, and thus we obtain (15) b
applying homotopic invariance.

Let V be given by (14). Thus[
Θ11 Θ12
Θ21 Θ22

]
=

[
Ep K

0 Em

][
V11 V12
V21 V22

]
=

[
V11 + KV21 V12 + KV22

V21 V22

]
.

It follows that

F − K = (Θ11Q + Θ12)(Θ21Q + Θ22)
−1 − K

= (
(V11 + KV21)Q + V12 + KV22

)
(V21Q + V22)

−1 − K

= (
V11Q + V12 + K(V21Q + V22)

)
(V21Q + V22)

−1 − K

= (V11Q + V12)(V21Q + V22)
−1.

Now defineN = V11Q + V1 andM = V21Q + V22(= Θ21Q + Θ22). SinceQ ∈ N p×m
+

and the entries ofV are also inN+, bothN andM are matrices with entries inN+. Since
M ∈ Nm×m+ ∩ GRm×m, we haveM−1 ∈Nm×m, and thus it follows thatF − K ∈N p×m.

Next we show that the pair(M,N) is coprime overN+. To do this, letΛ = V −1. Then
from Corollary 4.5 the entriesΛ(i, j), i, j ∈ {1, . . . , p + m} of Λ are inN+. PartitionΛ is
in conformity with the partition ofV :

Λ =
[

Λ11 Λ12
Λ21 Λ22

]
.

Then we have

Λ21N + Λ22M = Λ21(V11Q + V12) + Λ22(V21Q + V22)

= (Λ21V11 + Λ22V21)Q + (Λ21V12 + Λ22V22) = Em.

Hence the pair(M,N) is coprime overN+, and thusF − K = NM−1 admits a right
coprime factorization overN+. So using Lemma 2.2,µ(F − K) = ind(M) = l. This com-
pletes the proof of the first part.

Step 2. We prove the converse in this part. LeftF be strictly contractive extension of ord

l for K . SinceF is strictly contractive, from Proposition 4.1 we know that there exists a
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the
uniqueQ ∈ Rp×m such thatEm − Q∗Q is positive definite inRm×m andF = FΘ(Q). In
fact, using (9) and (11), thisQ is given by

Q = FΘ−1(F ) = (
Θ∗

11F − Θ∗
21

)(−Θ∗
12F + Θ∗

22

)−1
.

ThusQ = RS−1, where[
R

S

]
= Θ−1

[
F

Em

]
. (16)

It follows that[
R

S

]
= Θ−1

[
K

Em

]
+ Θ−1

[
F − K

Em

]

= Θ−1
[

Ep K

0 Em

][
0p×m

Em

]
+ Θ−1

[
Ep

0m×p

]
(F − K)

= V −1
[

0p×m

Em

]
+

[
Θ∗

11−Θ∗
12

]
(F − K)

=
[

Λ12
Λ22

]
+

[
Θ∗

11−Θ∗
12

]
(F − K).

Here we used thatV is defined by (14) and thatΛ denotes the inverse ofV which has been
partitioned in conformity with the partitioning ofV . From the above, we see that

R = Λ12 + Θ∗
11(F − K) and S = Λ22 − Θ∗

12(F − K). (17)

Now let F − K admit the right coprime factorizationF − K = NM−1 overN+. Then
from Lemma 2.2, we haveν(M) = l. Using F − K = NM−1 in (17), we getRM =
Λ12M + Θ∗

11N andSM = Λ22M − Θ∗
12N . From Corollary 4.5 we know thatΛ12 and

Λ22 have entries inN+. Furthermore, according to Lemma 4.4, the entries ofΘ∗
11 andΘ∗

12
belong toN+. Finally, sinceM andN also have entries inN+, we conclude thatRM and
SM have entries inN+ as well. SinceS andM are invertible inRm×m, it follows thatSM

is also invertible inRm×m. So we know thatSM ∈ Nm×m+ ∩ GRm×m. Now we show tha
ν(SM) = 0.

Using (16), we have

Θ21R + Θ22S = [ Θ21 Θ22 ]Θ−1
[

F

Em

]
= [ 0m×p Em ]

[
F

Em

]
= Em.

It follows thatM = Θ21RM + Θ22SM . DefineÑ = −Θ21RM . Then

tÑ + M = (1− t)Θ21RM + Θ22SM.

By Lemma 4.3,Θ21 has entries inN+, and from the previous paragraph, we know that
same holds forRM . ThusÑ has entries inN+. If t ∈ [0,1], then(1 − t)Q ∈ B, and thus
Θ21(1− t)Q+Θ22 is invertible inRm×m. As we have seen in the previous paragraph,SM

is also invertible inRm×m. Consequently ( )

tÑ + M = (1− t)Θ21RM + Θ22SM = Θ21(1− t)Q + Θ22 SM ∈ GRm×m
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where we used the fact thatQ = RM(SM)−1. So tÑ + M ∈ Nm×m+ ∩ GRm×m for t ∈
[0,1], and applying the assumption of the homotopic invariance of the index (item
Section 2) withN = Ñ andM = M , we obtain

l = ν(M) = ν(Θ22SM) = ν(Θ22) + ν(SM) = l + ν(SM).

Henceν(SM) = 0. In other words,µ((SM)−1) = 0 which implies that(SM)−1 ∈Nm×m+ ,
and soQ = RM(SM)−1 ∈N p×m

+ . This completes the proof.�

6. Examples

This section has a review character. We illustrate our main theorem on two
crete examples, namely the Nehari–Takagi problem for a class of time invariant in
dimensional systems, and the Nehari–Takagi problem for a class of time varying,
dimensional linear systems. The first example is taken from the paper [14], and the s
from [12].

6.1. Nehari–Takagi problem for time invariant infinite-dimensional linear systems

1. The triple(R,N+,N ). We takeR to be the (commutative)C∗-algebra of continuou
functionsk on the imaginary axisiR for which the limits limω→±∞ k(iω) exist and are
equal.

N+ is the subalgebra of functionsk :C+ → C continuous on the closed right-half pla
C+ := C+ ∪ iR∪ {∞}, analytic inC+, and bounded inC+. (These are exactly the analyt
functionsk(s) obtained via a Möbius transformationz 
→ s+1

s−1 on the domain of function
in the disc algebra.)

N is the subalgebra of functionsk :C+ → C defined in the closed right-half planeC+
such thatk = g + h, whereh ∈ N+ andg is a strictly proper rational function with all it
poles contained inC+.

In the Gelfand–Naimark construction one can takeH to be the Hilbert spaceL2(iR,C),
and the norm onRp×m is then the usual norm

‖K‖Rp×m = sup
ω∈R

∥∥K(iω)
∥∥
L(Cm,Cp)

.

2. Stratification functionµ. From the proofs of Lemmas 2.5.1, 2.5.3 in [14], it follow
that everyK ∈ N p×m admits a coprime factorizationK = NM−1 overN+ whereM is
rational, with det(M) being a proper rational function with all its zeros contained inC+.
We defineµ(K) to be the number of zeros of det(M). Then M1–M3 can be verified easil

The functionµ then produces a stratification onN p×m: the setN p×m
[l] consists of all

functionsK :C+ → C
p×m such thatK = G + H , whereH ∈N p×m

+ andG is the rational
transfer function of a finite-dimensional system with MacMillan degreel and having all
its poles inC+. The setN p×m

l comprises the set of all functionsK :C+ → C
p×m such

that K = G + H , whereH ∈ N p×m
+ andG is the rational transfer function of a finite

dimensional system with MacMillan degreeat mostequal tol and having all its poles

in C+.
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3. Index functionν. We first show thatNm×m is inverse closed. Since everyK ∈ Nm×m

admits a coprime factorization overN+ (see the proof of [14, Lemma 2.5.3]), it suffices
show that ifK ∈ GRm×m ∩Nm×m+ , thenK−1 ∈Nm×m. The latter follows from the proo
of [14, Lemma 2.5.10].

The index ofK = NM−1 (where(N,M) is a coprime overN+) is then the difference
between the number of zeros ofN in C+ (the number of zeros ofK in C+) and the numbe
of zeros ofM in C+ (the number of poles ofK in C+).

In order to show additivity of the index, one can proceed as follows. LetK1,K2 ∈
Nm×m, and letK1 = N1M

−1
1 , K2 = N2M

−1
2 be coprime factorizations overN+. We note

that

K1K2 = (
N1 adj(M1)N2 adj(M1)

)(
det(M1)det(M2)Em

)−1

is a right coprime factorization overN+ for K1K2, and

K−1
2 K−1

1 = (
M2 adj(N2)M1 adj(N1)

)(
det(N2)det(N1)Em

)−1

is a right coprime factorization overN+ for K−1
2 K−1

1 . Consequently, from the proof o
Lemma 2.2, it follows that

µ(K1K2) = µ
(
det(M1)det(M2)Em

)
and µ

(
K−1

2 K−1
1

) = µ
(
det(N1)det(N2)Em

)
.

Thus

ν(K1K2) = µ
(
det(N1)

) − µ
(
det(M1)

) + µ
(
det(N2)

) − µ
(
det(M2)

)
= ν(K1) + ν(K2).

4. Homotopic invariance of the index.We note thatν(tN + M) = µ(det(tN + M)), and
so the homotopic invariance of the index is a consequence of the homotopic invaria
the Nyquist index (see, for instance, Curtain and Zwart [6, Lemma A.1.18, p. 570]): in
let δ > 0 be such thatCδ,+ := {s ∈ C | Re(s) > δ} contains all the zeros of det(M) and
det(N + M). Let ε ∈ (0, δ). Applying [6, Lemma A.1.18] withh(s, t) := det(tN(s + ε) +
M(s + ε)), it follows that the number of zeros of det(M) and det(N + M) are the same
in Cε,+. But the choice ofε ∈ (0, δ) was arbitrary, and so it follows that det(M) and
det(N + M) have the same number of zeros inC+. But they do not have any zeros o
the imaginary axis, and so the result follows.

Statement of the problem. Let K be the transfer function of an infinite-dimension
system with generating operators(A,B,C) such thatA is exponentially stable, infini
tesimal generator of a strongly continuous semigroup(etA)t�0 on the Hilbert spaceX,
B ∈ L(Cm,X), andC ∈ L(X,C

p). ThenK ∈ N p×m
+ . Let l be a nonnegative integer, an

suppose thatσl+1(HK) < 1 < σl(HK), whereσr(·) denotes ther th singular value of a
bounded linear operator, andHK :L2((0,∞),Cm) → L2((0,∞),Cp) denotes the Hanke
operator corresponding to the impulse responseh(t) = CetAB, t � 0, and given by

(HKu)(t) =
∞∫

0

Ce(t+τ)ABu(τ) dτ, t � 0.
Then find astrictly contractive extensionF of order l for K .
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Λ(s) :=
[

Ip 0
0 Im

]
+

[ −CLB

B∗
]

(I − LCLB)−1(sI + A∗)−1[ C∗ LCB ],

whereLB andLC denote the controllability and observability Gramians, respectivel
the infinite-dimensional system given by the triple(A,B,C) (see, for instance, Curtain an
Zwart [6, Theorem 4.1.23, p. 160]). Then, from [14, Chapter 4], it follows thatΘ defined
by

Θ =
[

Ip K

0 Im

]
Λ(−·)−1 (18)

satisfies S1–S3. Moreover,Θ is invertible. Hence applying Theorem 3.1, we obtain
following result.

Theorem 6.1. LetA be the exponentially stable, infinitesimal generator of a strongly c
tinuous semigroup(etA)t�0 on the Hilbert spaceX, B ∈ L(Cm,X), andC ∈ L(X,C

p).
Let K(s) = C(sI − A)−1B ∈ N p×m

+ and suppose that there exists anl such that
σl+1(HK) < 1 < σl(HK), whereσr(HK) denote the Hankel singular values. LetΘ be
given by(18). ThenF ∈ Rp×m is a strictly contractive extension of orderl for K if and
only if F = (Θ11Q+Θ12)(Θ21Q+Θ22)

−1, for someQ ∈N p×m
+ such that‖Q‖Rp×m < 1.

6.2. Nehari–Takagi problem for time varying, finite-dimensional linear systems

The problem considered in this section deals with integral operators onL2(R,C
m)

which are input–output operators of time varying finite-dimensional systems of the f

Σ :

{(
d
dt

x
)
(t) = A(t)x(t) + B(t)u(t),

y(t) = C(t)x(t) + D(t)u(t),
t ∈ R, (19)

hereA ∈ L∞(R,C
n×n), B ∈ L∞(R,C

n×m), C ∈ L∞(R,C
m×n), andD ∈ L∞(R,C

m×m).
The differential equation(

d

dt
x

)
(t) = A(t)x(t), t ∈ R, (20)

is assumed to have a dichotomyPΣ . The input–output operatorTΣ of the systemΣ , acting
onL2(R,C

m), is given by

(TΣu)(t) = D(t)ϕ(t) +
∞∫

−∞
C(t)γA(t, s)B(s)u(s) ds, t ∈ R, u ∈ L2(

R,C
m
)
,

whereC(t)γA(t, s)B(s) is the uniquely defined bounded weighting pattern which is
tained from the evolution matrix and the dichotomyPΣ , see [12]. In what follows we sha
always assume thatD(t) = dIm for eacht ∈ R, whered is a complex number.

If T = TΣ , whereΣ is as in the preceding paragraph withD(t) ≡ dIm and with the ho-
mogeneous equation (20) possessing a dichotomyPΣ , then we refer toΣ as anadmissible

realizationof T , and we callT the input–output operatorof theadmissiblesystemΣ .
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Statement of the problem. The starting point for the Nehari–Takagi problem treated
this section is a lower triangular integral operatorK on L2(R,C

m) which is the input–
output operator of the admissible systemΣ(K) given by

Σ(K):

{(
d
dt

x
)
(t) = AK(t)x(t) + BK(t)u(t),

y(t) = CK(t)x(t),
t ∈ R. (21)

Given such an operatorK and a nonnegative integerl, the problem is to find all operato
T = TΣ with Σ an admissible system (19) satisfying rankPΣ � l such that‖K + T ‖ < 1.
Here the norm‖ · ‖ is theL2-induced operator norm (see item 1 below).

Let us now put this problem into the abstract set up of Section 2.

1. The triple(R,N+,N ). In this subsectionR is theC∗-algebra of all bounded operato
on L2(R). ThusRm×m is the set of all bounded operatorsT on L2(R,C

m). The norm on
Rm×m is theL2-induced norm, that is,

‖T ‖Rm×m = sup
{‖T u‖L2(R,Cp) | u ∈ L2(

R,C
m
)
, ‖u‖L2(R,Cm) = 1

}
.

The class of all integral operators with an admissible realization is denoted byNm×m.
The subsetNm×m+ comprises allT ∈ Nm×m that are upper triangular integral operato
ThusT ∈ Nm×m+ if and only if T = TΣ with dichotomyPΣ = 0, that is, the admissibl
realizationΣ is backward-stable. From [12, Sections 1.2 and 1.3] it follows thatN =
N 1×1 is a subalgebra ofR, andN+ = N 1×1+ is a subalgebra ofN . Furthermore, the uni
of R, which is equal to the identity operator onL2(R), belongs toN+.

2. Stratification functionµ. ForK ∈Nm×m we define

µ(T ) = min{rankPΣ | Σ is an admissible realization ofT }.
Thusµ(T ) � l if and only if T is the input–output operator of an admissible systemΣ

with the rank of the dichotomyPΣ being less than or equal tol. With this definition the
properties M1–M3 follow from [12, formula (1.13)].

The functionµ then produces a stratification onNm×m. Indeed, the setNm×m
l com-

prises the set of all input–output operatorsT in Nm×m of systemsΣ with dichotomyPΣ

with rank(PΣ) � l. Furthermore,Nm×m
[l] consists of all operatorsT in Nm×m that have an

admissible realizationΣ with dichotomyPΣ of rank l and no admissible realization wit
a dichotomy of strictly smaller rank.

3. Index functionν. It can be shown thatNm×m is inverse closed. More precisely, ifT

is the input–output operator of an admissible systemΣ (with dichotomyPΣ ), thenT −1 is
the input–output operator of a some system (denoted by, sayΣ−1) with dichotomyPΣ−1.
In particular, ifT ∈ Nm×m+ ∩ GRm×m, thenT −1 ∈ Nm×m. This allows us to define th
index functionν:( )
ν(T ) = µ T −1 , T ∈Nm×m+ ∩ GRm×m.
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One can show thatν(T ) is equal to the Fredholm index of the Fredholm operatorT̃ acting
on L2([0,∞),Cm), which is the compression of the input–output operatorT to the half-
line, that is,

(T̃ u)(t) = (T ũ)(t), t � 0, u ∈ L2([0,∞),C
m
)
,

with

ũ(t) =
{

u(t) if t � 0,

0 if t < 0.

The additivity of the index then follows from the additivity of the Fredholm index.

4. Homotopic invariance of the index.Let N ∈ Nm×m+ , M ∈ Nm×m+ ∩ GRm×m, and as-
sume thattN + M ∈ GRm×m for 0� t � 1. Fort ∈ (0,1], we have

ν(N + M) = ind

(
1

t
M

(
tNM−1 + Em

)) = ν

(
1

t
M

)
+ ν

(
tNM−1 + Em

)
= ν(M) + ν

(
tNM−1 + Em

)
.

But for t small enough, we can ensure that the input–output operator correspond
tNM−1 has norm< 1. Hence from the stability of the index of Fredholm operators
der perturbations that are small in operator norm (see [9, Section XI.4]), it follows
ν(tNM−1 + Em) = ν(Em) = 0. From this it can be seen that item 4 of Section 2 holds

Conclusion.
Now letK = KΣ be the lower triangular integral operator. Suppose that

sup
τ∈R

σl+1
(
HK(τ)

)
< 1< inf

τ∈R

σl

(
HK(τ)

)
,

whereσr(·) denotes ther th singular value of a bounded linear operator, and forτ ∈ R,
HK(τ) denotes the generalized Hankel operator onL2([0,∞),C

m) corresponding to the
integral operatorK , and is given by

(
HK(τ)u

)
(t) =

∞∫
0

C(t + τ)γA(t + τ, τ − s)B(τ − s)u(s) ds, t � 0.

Define

GK(t) = UK(t)−∗
∞∫
t

UK(s)∗CK(s)∗CK(s)UK(s) ds UK(t)−1, t ∈ R, (22)

ZK(t) = GK(t)−1 − UK(t)

t∫
−∞

UK(s)−1BK(s)BK(s)∗UK(s)−∗ ds UK(t)∗, (23)

t ∈ R.

Assume thatGK(t) is uniformly positive definite, and assume that for eacht ∈ R the matrix

ZK(t) is non-singular, and(detZK(·)−1) �= 0. So we may consider
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AΘ =
[

AK(t) 0
0 −AK(t)∗

]
, (24)

BΘ =
[

I − GK(t)−1ZK(t)−1 GK(t)−1ZK(t)−1

ZK(t)−1 −ZK(t)−1

][ −GK(t)−1CK(t)∗ 0
0 BK(t)

]
,

(25)

CΘ =
[

CK(t) 0
0 BK(t)∗

]
, (26)

DΘ =
[

1 0
0 1

]
, (27)

for t ∈ R, and letΘ be the input–output operator of the systemΣ(Θ), where

Σ(Θ):

{(
d
dt

x
)
(t) = AΘ(t)x(t) + BΘ(t)u(t),

y(t) = CΘ(t)x(t) + DΘ(t)u(t),
t ∈ R. (28)

Using [12, Lemmas 5.2 and 5.3], one can prove that S1–S3 hold. We remark tΘ

is also invertible. Indeed, we haveΘ∗JΘ = J andΘJΘ∗ = J (this follows from Ball,
Mikkola and Sasane [2, Theorem 2.1]), so thatΘ has both a right inverse and a left inver
and so it is invertible. Hence the Theorem 3.1 applies and we have the following.

Theorem 6.2. Let K be the input–output operator of a forward stable admissible sys
of the form(21). Suppose that

sup
τ∈R

σl+1
(
HK(τ)

)
< 1< inf

τ∈R

σl

(
HK(τ)

)
,

whereHK(τ) denotes the generalized Hankel operator corresponding to the integral
ator K . LetΘ be the input–output operator of the system given by(28). ThenF ∈Nm×m is
a strictly contractive extension of orderl for K if and only ifF = (Θ11Q + Θ12)(Θ21Q +
Θ22)

−1, for someQ ∈ Nm×m+ such that‖Q‖ < 1.
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