Temporal Issues in Information and Communication Technology-Enabled Organizational Change: Evidence From an Enterprise Systems Implementation

Steve Sawyer
School of Information Sciences and Technology, Pennsylvania State University, University Park, Pennsylvania, USA

Richard Southwick
School of Information Studies, Syracuse University, Syracuse, New York, USA

In this article we highlight temporal effects in information and communication technology-enabled organizational change. Examples of temporal effects are explored in the context of one organization’s efforts to implement an enterprise-wide information system. Temporality is presented as having two aspects, with the first being the well-recognized, linear and measured clock time. The second aspect of time is that which is perceived—often as nonlinear—and socially defined. We find that temporal effects arise both in changes to the structure of work and in differences among groups in how time is perceived. Evidence suggests that both specific characteristics of the implementation and of the enterprise systems’ technologies further exacerbate these temporal effects. We conclude with suggestions for how to incorporate a temporally reflective perspective into analysis of technology-enabled organizational change and how a temporal perspective provides insight into both the social and technical aspects of the sociotechnical nature of enterprise systems.

Received 26 June 2000; accepted 16 October 2001.

The authors gratefully acknowledge the valuable comments made on earlier drafts of this article by Allen Bluedorn, Kevin Crowston, Robert Heckman, Barbara Kwansik, Allen Lee, Heejin Lee, Edgar Whitley, Ping Zhang, and three anonymous reviewers. Portions of this article were first presented at the 1997 IFIP8.2 Working Conference on Qualitative Research in Information Systems. This research has been supported in part by the Vice-President for Research and Computing and the Dean of the School of Information Studies at Syracuse University.

Address correspondence to Steve Sawyer, School of Information Sciences and Technology, Pennsylvania State University, 513 Rider I Building, 120 S. Burrowes St., State College, PA 16801, USA. E-mail: sawyer@ist.psu.edu; web site: http://www.ist.psu.edu

Keywords enterprise systems, ICT, IT, implementation, time, organizational change, research methods, sociotechnical systems

We examine how temporality—the social context formed by time—influences the phenomena of organizational change associated with the implementation of enterprise-wide information systems. Increasingly, scholars have noted that the influence of time is not well accounted for in social science research (Hall, 1959; Kelly & McGrath, 1988; Abbott, 1995; Bluedorn, 2000; Avital, 2000). In particular, contemporary information systems scholars highlight that the influence of time has not been a focal issue in studies of the roles of information and communication technologies, and the information systems in which they are embedded, in social organization (e.g., Lee, 1999; Lee & Liebenau, 2000).

Here we conceptualize the influence of time in enterprise-wide information systems (enterprise systems or ES) implementations as occurring at two levels. First, there is the objective aspect of time, revealed in the tools and techniques of project management, such as Gantt charts. These represent time linearly and serve the important and frequently problematic concern in information systems implementation projects with marking events and maintaining deadlines. Second, and of particular concern for us, time can be viewed as a contributor to the dynamic and subjectively formed context within which the social actors define and plan their activities. Here, perceptions of time serve as foundations of the actors’ social reality.
Drawing on our empirical work on the implementation of an enterprise system in one organization, we discuss the value of a temporal perspective on information system uses in organizations. For many readers this article can be best valued by its authentic, plausible, and critical contributions to the emerging discussion on the temporal nature of information systems in social organization (e.g., Golden-Biddle & Locke, 1993). Readers may further value this article for its engagement of issues regarding time and method (see Kelly & McGrath, 1988, p. 11). Some readers may also value the focus on the enterprise system implementation as providing a revelatory case on large-scale (enterprise-level) technology-enabled change (Yin, 1984, p. 48). Beyond these considered perspectives, our overarching goal is to spur interest in, and attention toward, temporal issues relative to the uses of information systems in social organization.

Following a short discussion about what we mean by enterprise systems, this article continues in five parts. In the first part we present a discussion of time and the characterization of a temporal approach to research. In part two we discuss particular characteristics of the act of implementation and the features of the enterprise system technologies that highlight the importance of understanding temporality’s role in such technology-enabled changes. In the third part we illustrate these issues by drawing from our empirical work on the implementation of an enterprise system at Mid-Sized University (MSU). In part four we discuss two findings that arise from our analysis: temporal asymmetries among groups and the move toward polychronic work. In the final part of this article we present implications of this temporal focus on the practices of researching technology-enabled change in social organizations.

ENTERPRISE SYSTEMS

An enterprise system is a specific type of an information system. Enterprise systems are characterized by a suite of integrated software modules and a common database used to help manage a company’s human resources, financials, and the service and/or manufacturing processes. While often described as an integrated system that offers a broad range of functional modules that share a common database, typically, enterprise systems are collections of packaged software components. These are labeled as enterprise systems because their functionality incorporates most major functions of an organization. Enterprise systems often replace collections of independent software modules acquired from multiple vendors, along with custom applications traditionally written and maintained by in-house information technology departments (Francalanci, 2001; Sawyer, 2001).

In this article we conceptualize an enterprise system as a sociotechnical ensemble (Orlikowski & Iacono, 2001). An ensemble view encompasses the functionality in the software, the various computing components that support and house the software, the connections to people and processes that both span and link the organization’s administrative structures, and the roles of the people involved (Kling & Scacchi, 1982; Fleck, 1994).

Through the 1990s organizational leaders increasingly chose to adopt enterprise systems with the belief that they would improve the ability of their organization to achieve its goals (e.g., maximize shareholder value, serve the public, educate students, etc.), and to respond to technical issues with each existing system’s compliance—such as concerns for Year 2000 compatibility. This movement toward the purchase of enterprise systems from vendors helped to fuel the growth of the packaged software market. For example, by 1998 the market for packaged software grew to $140 billion of the $200 billion software market. Of this $140 billion, 25% of the sales were for system software, leaving application packages to account for $105 billion (OECD, 1998). Annual sales of enterprise systems software are growing faster than in all other segments. Sales of these systems accounted for $10 billion in 1998. Forrester Research (1998) further reports that spending on services (such as systems implementation, training, and process reengineering support) has been growing at 16% per annum for more than a decade and accounted for $180 billion in 1997. More than 50% of this total was in support of enterprise system implementations.

Simply, the move toward organizational adoption of enterprise systems has been dramatic both for organizations and for the information technology industry (Sawyer, 2001). The move toward purchasing enterprise systems has also been controversial (Markus & Tanis, 2000). For example, Hammer (1999) argues that this is “the most potent and subversive contemporary instrument of business revolution.” Certainly, many firms choose to adopt/implement enterprise systems to enable strategic outcomes and expect substantial process and organizational changes. However, even in firms that seek tactical outcomes (such as Year 2000 compliance, improved data integration, and/or reduced technology maintenance costs), adoption often leads to substantial changes (in processes and structures) that have strategic implications. In the remainder of this article we examine the temporal perspective of such change.

A TEMPORAL PERSPECTIVE

To examine the ways in which enterprise systems help to alter organizations, we employ a temporal perspective. Bucciarelli’s (1988) interpretations of time in engineering design help illustrate our view of temporality. Bucciarelli positstwo worlds in the temporal process: an “object-world” defined by topicality, and a “process-world” defined by social narrative. We extend his analysis to the
enterprisesoftware implementation process. The object-world refers to the physical elements of computer technology, such as hardware and software. These “objects” find temporal definition through the artifacts of project management. Like the engineering example, the enterprise system implementation process-world refers to the “world of dialogue and negotiation, of social exchange, laughter, gossip, banter—all that which is ever-present in design, but whose significance is generally discounted” (Bucciarelli, 1988, pp. 96–97).

The task of accommodating the process-world view in information systems research is essential in understanding the way that time contributes to the development of the overall social context of an organization. Our overall interest in the present study has been with how organizational changes are manifested in concert with the introduction of enterprise-level information systems. We are primarily interested in deliberate organizational change: that is, an intended action to force a departure from the current state to some future state (Beckhard & Harris, 1987; Benjamin & Levinson, 1987; Markus & Benavides, 1997), while acknowledging that organizational change is inevitably an unintended as well as an intended outcome (Sproull & Kiesler, 1991). Therefore, we are concerned with how individuals and groups within the organization engage in activities intended to accomplish specific goals and objectives relative to the use of enterprise systems. These activities become manifest through the social interactions among project participants (Hirschheim, Klein, & Newman, 1991). The social actors subjectively interpret or make sense of these interactions through the subjective frames of reference that they have constructed through prior experience. One important contributor to the actors’ frame of reference is through interpretations of time.

In sum, the influence of social context has been a central element of our research and we propose that an understanding of temporality follows logically in this regard. Clearly, the social constituency of a typical large-scale technology implementation project is complex, involving multiple stakeholders from outside the core organization (i.e., vendors and consultants) and from within (i.e., functional units, internal technologists, administrators, etc.). This suggests that the actors’ (project participants) interpretations of time are not necessarily uniform to the degree that they have been formed in particular social contexts. Therefore, as we try to fit a temporal framework to the social endeavor of implementing an enterprise system, an important consideration must be in accommodating a perspective that allows conflicting, as well as consensual assumptions about working relationships as they may be impacted by the influences of time.

Barley (1988) provides useful guidance in this regard. Building on the work of Zerubavel (1979, 1981), his longitudinal study of work organization in radiology departments implementing new technologies serves to highlight that temporal order can structure relations among groups. Barley’s study centers on the conflict between the technicians (as users) and the radiologists (as users). He posits a recurring dynamic between external, objective aspects of temporal order (structural) and its social constructedness. Barley describes how the technology-based temporal order affects the way individuals and groups interpret their work. He further argues that temporal asymmetries can be a source of conflict among organizational groups. Based on observations in our own study, we posit time to be an important element in constructing a conceptual framework for examining the social dynamic among users, technologists, and vendors: a framework characterized by consensual and conflicting forces working toward a homeostatic working state for the project participants as a collective.

As we detail later, our data indicate that temporal issues manifest themselves across several levels of analysis. First, temporal issues span the individual-to-workgroup level, where changes to the temporal structure of work are most prominent. Here, perceptions of time tend to become increasingly polychronic (vs. monochronic) (see Bluedorn, Kauffman, & Lane, 1992; Slocombe & Bluedorn, 1999). In the context of work, polychronicity means that tasks are less sequentially ordered and more frequently done in parallel. For instance, the implementation project teams at our research site could not independently conduct needs analyses without involving other teams. Thus, each team was subject to interruptions from other teams as a natural part of their work. This means that individual workers must adjust to working on, and switching among, multiple tasks.

There are also temporal effects at the organizational level. For instance, our data show that temporal asymmetries among functionally distinct groups of stakeholders (i.e., technologist and nontechnologist) were becoming more pronounced, and, in some cases potentially debilitating in terms of the progress of the project. Temporal asymmetries reflect differing perceptions on time among different groups of people (Barley, 1988). For instance, time and pace differences existed between the consultants and the line staff at the research site. Consultants pressed to move more quickly to install the new technical functionality because they felt that technical changes were moving too slowly. At the same time, the line staff worried about moving too fast with the changeover to the new functionality.

From the perspective of practicing professionals, temporal issues are both well known and often well accounted for by those who manage, consult, or build products for projects involving technology-enabled organizational change. For example, temporal asymmetries among stakeholder groups often serve as a useful lever for managers.
That is, managers can use the differing perceptions of time as a mechanism to instill urgency in the different groups by highlighting temporal differences. For instance, creating an artificial deadline is one way to create different perceptions of time and encourage some short-term motivation. A second point of leverage for managers is to use temporal asymmetries as a form of “insulation” or buffering. While many successful managers often intuitively grasp the value of manipulating perceptions of time (see Bluedorn, Kauffman, & Lane, 1992; Vinton, 1992), there are also unintended, and often unseen, consequences that we briefly discuss near the article’s end.

These examples provide some evidence that there are differences between temporal and nontemporal perspectives. A temporal perspective provides insight into the way individuals relate to their work (tasks) and to change. A temporal view also allows for greater insight into the possible sources of conflict among groups and on issues with how differing work groups adjust their work to better coalign. Each of these insights is masked where traditional views of time (as linear and stable) are used.

**FACTORS AFFECTING TEMPORALITY IN TECHNOLOGY-ENABLED CHANGE**

The need to account for a temporal perspective in order to bring about a successful computer systems implementation has been discussed in the literature (i.e., Brooks, 1974; Failla & Bagnara, 1992) but not explored in great depth (i.e., Lee, 1999). For instance, in reflecting on his experiences with software development projects, Brooks (1974) illustrates how traditional conceptions of time—that is, as linear and additive—may lead to inaccurate hypotheses within the complexity of a social context. As reflected in the title of his book, *The Mythical Man-Month*, he relates how assuming that one might hasten the completion of a project by assigning more people to it was not only wrong, but also likely to produce the counterintuitive effects. Brooks conveys the lesson that in software development projects, where social complexity interacts with the demands of software development tasks, success also depends on recognizing social factors. Clearly, one of these social factors is the way time is seen and structured by the participants themselves. Drawing on existing literature, we identify two categories of factors that further heighten the effects of temporality: specific implementation characteristics and specific features of the enterprise systems (Fleck, 1994; Markus & Tanis, 2000). In this part of the article these two factors, and their effects, are described and presented (see also the left-hand column of Table 1). We go on to use these two factors to guide our examination of temporal issues in the specific context of MSU’s enterprise systems implementation.

**Specific Implementation Characteristics**

At least three characteristics of enterprise systems implementation efforts heighten the differential effects of time: involvement of multiple parties, consequences due to multiple effects seen at multiple levels, and environmental (context) pressures. The increased number of involved parties (stakeholders) implies the need for increased communication and coordination among these groups. Since each group builds its own perception of time based on aspects of the implementation effort it deems most important, differences in the perceptions of time among these groups are common.

For instance, during implementation, there are at least three sets of relations in which perceptions of time and timing are likely to differ. The first set of relations is those among the vendors (the developers of software) and the technologists (members of the organization’s information systems group). The second set of relations exists between the technology vendors and the organizational users of the enterprise system. The third set of relations exists among the technologists and the users.

The first set of relations is relatively new to the organization’s technologists. As we stated earlier, purchasing an enterprise system means that the organization’s information systems staff is no longer developing software (Sawyer, 2001). The result has been that technology vendors are far more integral than previously to most organizations’ computing infrastructure. The technologists have become responsible for overseeing what they used to do for a living, and their role has transformed toward an increasing emphasis on managing organizational change (e.g., Markus & Benjamin, 1997). These two groups of stakeholders may develop differing views on the pace of product delivery, the rapidity (and perhaps ease) of technical acceptance of new products, and the pace of interaction (such as placing calls and expecting a certain speed of response in return). Moreover, as information and communication technologies are distributed, previously centralized technologists may also be dispersed (Eschenfelder, Heckman, & Sawyer, 1998).

Differences in user/developer temporal relationship have always existed. However, because the developers (vendors) are not colocated at the host organization, it is now a relationship mediated by geographic distance. The users have an even smaller voice, since their connections to vendors are mediated through help desks, user groups, and survey feedback (Keil & Carmel, 1995). The final set of relations between the users and the technologists has changed in that these two groups are now both more dependent on the speed of delivery (for products and services) from technology vendors. However, the long history between the two creates a set of social structures that seem to mask their current similarities. For example, our data suggest that the perception by users—that internal
### TABLE 1
Factors influencing temporality in ES implementations

<table>
<thead>
<tr>
<th>Factor</th>
<th>Evidence at MSU</th>
</tr>
</thead>
<tbody>
<tr>
<td>Specific implementation characteristics</td>
<td></td>
</tr>
<tr>
<td>Multiple stakeholders</td>
<td>ES (and other) vendors, technologists (central and distributed), and users all interdependent and operating with different assumptions and perceptions</td>
</tr>
<tr>
<td>Multiple effects at multiple levels</td>
<td>Differences among the various groups</td>
</tr>
<tr>
<td></td>
<td>Difficulties experienced by technologists in managing the project(s)</td>
</tr>
<tr>
<td>Environmental pressures</td>
<td>Year 2000 planning</td>
</tr>
<tr>
<td></td>
<td>Removing legacy systems/restrictions</td>
</tr>
<tr>
<td></td>
<td>Desire to retrain IT staff due to workforce shortage</td>
</tr>
<tr>
<td>Specific features of the ES technologies</td>
<td></td>
</tr>
<tr>
<td>Product immaturity</td>
<td>Products are often not available when needed</td>
</tr>
<tr>
<td></td>
<td>Multiple releases of product (perpetual development)</td>
</tr>
<tr>
<td>Composite nature of infrastructure</td>
<td>Multiple vendors</td>
</tr>
<tr>
<td></td>
<td>Multiple and overlapping product trajectories</td>
</tr>
<tr>
<td></td>
<td>Constant need to upgrade (slightly incompatible) hardware and software components</td>
</tr>
<tr>
<td>Infrastructure complexity</td>
<td>Multiple products and projects, many of them in flux</td>
</tr>
<tr>
<td></td>
<td>Pervasive integration of computing into work</td>
</tr>
</tbody>
</table>

Technologists are not very responsive or accessible—is not changed by the fact that technologists now include users in every decision about the technology vendor’s packages.

One consequence of multiple effects at multiple levels is reflected in the differential rates of acceptance of change across levels of the organization’s hierarchies. For example, senior leadership may more quickly agree to adopt new business processes while the affected workers may be far less accepting. Conversely, adoption of new (and more effective) ways of working at lower levels may not be welcomed at middle levels in the organizations (Brown & Eisenhardt, 1997). In both cases, one party is “moving faster” relative to acceptance than is the other, and this leads to a temporal asymmetry between the groups.

Environmental pressures that exacerbate temporal effects include both the need to address technical exigencies (e.g., the Year 2000 concerns, which became a central issue in most information systems groups in the later 1990s) and a shortage of skilled workers who have both knowledge of the new enterprise technologies and experience with implementing large-scale change to an organization, which these systems require. Another influence of time in the implementation of enterprise systems is that these products are in a perpetual state of product development. That is, the software matures via releases, with each release involving changes to the software, hardware requirements, and perhaps roles and rules of use, and even norms around that use.

Participating in this evolutionary development process are departmental system users, technologists within the host organization, and external vendors (such as consultants supporting the implementation and the systems [vendor’s] developers). The induced loyalty and market power of an installed base for an enterprise system mean that each new release brings money to the vendor—a strong incentive to always be in product development (Brynjolfsson, 1994; Carmel & Sawyer, 1998).

Associated with the organizational process of deploying an enterprise system are the artifacts that the organizational actors themselves use to impose administrative order. These are the tools of project management. The most obvious example is the milestone chart, an instrument for measuring objective time. Milestone charts also reflect a long-standing tradition in organizational studies where time is understood to be a commodity that is objective, linear, homogeneous, and divisible (able to be partitioned by rational human mental process), with a value commensurate with its divisible parts (Hassard, 1996).

### Features of the Enterprise Systems

Enterprise systems are vendor provided, so they are not fully customized for any one user. Once purchased, these systems often require extensive tailoring of both the package’s functions and the organization’s work practices. This
suggests that the functionality that an enterprise system encompasses is both nonlinear in its arrival and often not predictable in its use (Fleck, 1994; Liker, Roitman, & Roskies, 1987). There are several features of these systems and the underlying technologies that help to shape temporal effects: the product’s immaturity, the composite nature of the underlying technologies, and the resulting infrastructure’s complexity.

The first technology feature is the relative immaturity of the software. Often, these products are not complete when sold and exist as “beta” or prerelease copies for months prior to a full release. Part of the reason for this immaturity is that many technology vendors are “porting” or rewriting their code to move it from mainframe-based to client/server platforms. More recently, these vendors have also begun to adapt their products for Internet-based use. All these changes lead to product instability—many releases, and ambiguity on “ship” date (when the new release will be ready) and content (actual functionality). This means that products may be shipped that have critical features (perhaps even entire modules) unavailable, incomplete, or not useful as provided.

Another force influencing product immaturity is the competitive pressures that encourage enterprise system’s vendors to release products as quickly as possible in order to capture market share and/or meet financial expectations (Carmel & Sawyer, 1998). Pressures to ship software often lead to faulty (bug-ridden) products. Fixing these bugs leads to unwell rework for the vendor as it releases patches to fix problems with interim releases of an incomplete product. Unstable products also affect the installing organization’s ability to implement and use the enterprise system.

A second technology feature that influences the temporal aspects of enterprise systems’ implementation is the composite nature of the base technologies. There are two parts to this. First, the distributed computing infrastructures on which these systems “live” are actually collections of distinct components that are typically made by many vendors. This means that any organization’s computing base is a customized collection of hardware, software, and cabling/media. And, as noted earlier, many of the base technologies are relatively immature, evolving toward de facto standards of interoperability. These standards are often both hotly contested (for instance, the battle among network operating systems such as Unix, Novell, and Microsoft) and loosely interpreted (which means that two products that comply to the “same” standard still may not operate well together). Second, many of the enterprise software packages are also composites of several products. That is, any particular enterprise system has many modules and some of these modules may be developed by subcontractors. These different firms are either acquired by purchase or contracted for sole source production. This leads to the potential for problems with operational interoperability and stability of the product.

This multi-vendor-supplied component approach to building computing infrastructures and the broad interpretations of standards mean it is difficult for vendors to predict how their products will behave in the field. Further, each of these component products is developed on an individualistic timetable. This means that the interdependent components of an organization’s computing infrastructure are changing at various, independent, rates. The concept of an organization’s computing infrastructure following a particular technical trajectory (e.g., Quintas, 1994; Fleck, 1994) assumes a common direction for all components. Given the large number of different vendors’ component technologies, the empirical reality is that there are multiple trajectories of these various products and that these trajectories are neither parallel nor time sequenced to move together. Further, the blending of technology components leads to the creation of unique computing infrastructures, limiting the value of external technical help in supporting these unique collections (Eschenfelder, Heckman, & Sawyer, 1998).

A third feature of enterprise systems with temporal implications is their inherent complexity, which makes it difficult to prepare workers to use them. Enterprise systems integrate a broad range of functions and can be customized to better reflect the implementing organization’s existing and/or desired work processes. Their use requires advanced computer system knowledge (such as icon-based interfaces and an understanding of client/server architectures). The assumption of either a common knowledge of this technical know-how or a belief that there is a linear learning curve for affected workers fits with project management rationalizations of time, but sits awkwardly with users and empirical evidence (e.g., Baronas & Louis, 1988; Liker et al., 1987; Burkhardt, 1994; Fleck, 1994).

TEMPORAL ISSUES IN MSU’S COMPUTING TRANSITION

In this part of the article we use our research on an enterprise systems implementation at MSU as an example of how a temporal perspective can be used to examine technology-enabled organizational change. In the remainder of this section we outline our research approach, research setting, data collection, and analysis.

Research Approach

Following the objectives and assumptions outlined later in this section, we employed a longitudinal, field-based approach for studying organizational change at MSU. Zuboff (1988, p. 423) began her own discussion of her methodology by saying, “Behind every method is a belief.” Our belief is that longitudinal, in situ fieldwork is well suited
for research that seeks to understand the temporal aspects of technology-enabled organizational change (Van Maanen, 1995; Barley, 1986, 1990).

This belief is guided by the following four assumptions: (1) Our perspective on change is social. While change may manifest itself in some physical form or artifact, in order to develop useful knowledge of the phenomenon, it is necessary to elicit the socially constructed interpretations of the organizational actors that they develop through their social interactions (Markus, 1983). (2) An actor’s interpretations of the events are part of a larger, dynamic social context and therefore must be interpreted as situationally dependent. This perspective incorporates the social and physical aspects of computing into the concept of an infrastructure (Kling & Scacchi, 1982; Kling, 1992). (3) The situationally dependent, socially interpreted foundation for social (organizational) action makes prediction based on a single event or a single actor’s actions impossible. In other words, we take an emergent perspective on the relationship between information technology and the organization (Markus & Robey, 1988). (4) In taking an interpretive perspective, we as researchers cannot be detached from the social context. Therefore our observations are necessarily subjective, and this has implications for the conduct of the research (i.e., Barley, 1990).

Adopting a temporal perspective to conducting research further requires us to examine the ways that events (in this case, issues with technology-enabled organizational change) unfold across time. This stands in contrast to variance models of research that focus on relationships between variables and measures of antecedents and outcomes (Mohr, 1982; Markus & Robey, 1988). However, longitudinal, process models of research often provide a limited (linear) perspective on time (Abbott, 1995). The importance of cycle and ritual—key aspects underlying the social organization of work—is often subsumed by the omnipresent linearity of objective time (Friedman, 1990; Macey, 1989). As Jones (1988, p. 21) says, “All human events occur in time. But the character of those events and the time in which they occur vary widely from person to person, from culture to culture.”

Therefore, in addition to accounting for the linearity of time through longitudinal methods, it is also necessary to establish reasons behind the temporal pacing and interconnectedness of events. This is illustrated in studies centering on the clock as a symbol of temporal influences on organization (Lee, 1999; Friedman, 1990; Macey, 1989; Young, 1988). The clock is useful in gaining a view that is cyclic as well as linear. For instance, Young (1988) describes how the cyclic rituals of night nurses in an English hospital defy linear description. Many of the sequences depend on the “sense-making” of the nurses as they conduct their rounds, making it difficult to lay out an accurate set of business processes. This same paradox—between objective and perceived time—arises in the development of work-flow systems to support creative or knowledge-intensive work (e.g., Reder & Schwab, 1990). Work-flow systems are built on linear sequencing, while most people work in cycles (e.g., the status report is due each Friday, the staff meeting is always held on Wednesday . . . ). In these and other cases it is necessary to delve beneath standard norms and procedures to examine the temporal nature of these behaviors.

The Research Setting: Mid-Sized University

The host site, MSU, is a private, research-oriented university. It enjoys high name recognition, nationally and internationally. MSU’s administrative and organizational structures are representative of typical American universities of nearly 18,000 students and 4,000 employees. However, by 1993, three environmental factors constraining MSU’s computing infrastructure created a situation demanding senior management attention. These were: (1) an increasing work load required of MSU’s mainframe systems, (2) a restrictive reliance on MSU’s outdated legacy systems, and (3) an increasingly unmanageable tangle of administrative and academic networks, characterized by overlapping links and disparate technologies.

These issues are typical of most academic computing systems (Alpert, 1985; El-Khawis, 1995; McClure & Lopata, 1996; Swartz & Orgill, 2001) and many other mid-sized and large organizations. Facing this scenario, MSU’s chief information officer (CIO) made the decision to revamp the computing infrastructure to take advantage of new client/server technology. The CIO reflected that this was “as much a decision on saving money as it was freeing ourselves from commitments we no longer wanted.”

In setting out the course for transition, MSU’s senior management committed themselves to several goals. The first goal was an explicit policy to buy commercial software and not build any more systems in-house. They then partnered with two leading enterprise systems vendors to provide products encompassing the most critical functions. They also installed smaller, niche, packages from more than a dozen vendors.

The technology leaders at MSU also chose to retrain existing technical personnel instead of attempting to replace them. This led to a situation where more than 80% of the preimplementation staff are still part of the information systems group at MSU. The CIO and his senior managers also wanted to rely on minimal external consulting. So, while the industry average for implementing enterprise computing systems is about $3 to $5 of consulting for $1 of software, MSU has maintained about a $2:$1 ratio over the current life of the project (Bond, Keller, & Block, 1995; Swartz & Orgill, 2001).
A third goal was to decentralize the support of the information technologies being implemented. This had two aspects. The first aspect was that MSU’s central information technology group promoted extensive user involvement, and more than 100 committees were formed to assist in implementing the new distributed computing systems. Most of these committees were led by line, not technology, people. A second aspect of the decentralization of the technologists was the creation of a distributed technical staff program. These distributed technical staff positions were funded jointly by a central information technology group and participating units at MSU. These distributed technical staff serve as network managers, troubleshooters, trainers, and local computer “gurus” (i.e., Eschenfelder, Heckman, & Sawyer, 1998). Finally, when they embarked on this transition in 1993, the CIO and his staff were aware that many of the client/server-based products they needed to improve the current computing infrastructure were not yet available. So they expected to see the plan change to meet the needs of both the institution and the software/hardware products markets.

The MSU enterprise implementation was conceived as a multiproject effort, and major milestones in the project are outlined in Table 2. The order and priority of these projects was defined by negotiating among key stakeholders such as senior line managers, technology vendors, executive leaders, and internal technologists. The criteria that helped to structure these negotiations included user/functional needs, availability of needed software, political gain, and resources. Thus, the temporal pacing of the project varied. Sometimes the organization’s functional needs were not met by available software products. For instance, an early unmet need was for a cross-platform and cross-product security application that would allow users a “single-sign-on” access path. Such a product was needed in early 1995, and no suitable application came onto the market until 1997. A second example of the way priorities changed was the revamping of the project schedule to reflect the additional resource demands of the Year 2000 remediation effort. When the implementation plan was first conceived, it was to complete in 4 years. However, as the implementation continued, it became necessary to remediate (and not just replace) existing (and not Year 2000-compliant) applications. Simply, in almost every project action, time was a factor in decision making.

We viewed the situation at MSU to be especially favorable for studying organizational change in the context of an enterprise systems implementation. Two reasons were salient. First, when we began the research, MSU was still in the relatively early stages of its multiyear implementation. Thus, we were presented with the opportunity to follow the project from the planning/design phase of implementation (preinstallation) through the eventual, actual use of the technology (post-installation). Second, the scope of the implementation effort was organization-wide. The project called for a complete transition from the existing mainframe-dominated architecture to a client/server architecture, where the transition was targeted to span several years. In order to reach this objective, the implementation project plan established many smaller department-specific projects (e.g., admissions, financial aid, etc.). This multiproject structure allowed us opportunities for research involving multiple levels of analysis—both within the organization and across organizational boundaries (e.g., their relationship with technology vendors and implementation consultants).

Data Collection and Analysis

In this article we take a project (not user) perspective and focus on the collective effort of MSU’s people to implement (by which we mean here to install and make run the functionality of) the enterprise system. Assessing the effects of the enterprise systems and the implementation process is beyond the scope of this article. Data collection activities centered on participation with, and observations of, committees formed to work on specific aspects of the implementation effort along with interviews with managers and workers (both technologists and line staff). Interviews varied by level of structure, with most being semistructured and open ended. Interviewees were asked if they minded being taped; if they were reluctant, we did not tape the interview. We developed two types of field notes for each observation, interview, or interaction. The first type is a chronology of events and actions; the second is a more free-flowing account of perceptions, stories, and anecdotes. The chronology serves as a record of observations. The account serves as a record of the observer’s perceptions. We also had access to formal documents and the archives of the implementation (including e-mail, work records, project management plans, memos, and reports).

Data collection was designed to allow for individual and organizational levels of analysis. At both levels, we focused on the temporal aspects of implementing the enterprise system. In doing this, we focused on understanding the potentially differing temporal perspectives among users, technologists, and vendors. Data for analysis include more than 300 hours of meetings, 120 interviews (averaging about 65 min each), 12 focus groups (with 5 to 10 attendees), and nearly 1000 documents (e-mail, memos, handouts, and reports).

Five people participated in data collection, and two were part of the project from its inception. Data were
TABLE 2
MSU’s ES implementation timeline

<table>
<thead>
<tr>
<th>Year</th>
<th>Event</th>
</tr>
</thead>
<tbody>
<tr>
<td>1993</td>
<td>New CIO appointed (asked to develop strategic computing plan for MSU)</td>
</tr>
<tr>
<td>1994</td>
<td>Five-year plan for client/server infrastructure and enterprise systems effort</td>
</tr>
<tr>
<td></td>
<td>Decentralization of computing support staff begun</td>
</tr>
<tr>
<td></td>
<td>Information systems manager (in charge of implementing enterprise system) hired</td>
</tr>
<tr>
<td>1995</td>
<td>Initial client/server infrastructure change initiated (cabling and network components)</td>
</tr>
<tr>
<td></td>
<td>Departmental desktop computing standards promulgated (this is a standard/minimum hardware and software configuration for computers/networks/servers)</td>
</tr>
<tr>
<td></td>
<td>Enterprise software vendor chosen and initial implementation plan developed into five main modules:</td>
</tr>
<tr>
<td></td>
<td>1. Endowments and giving (separate vendor for this, same vendor for the other four, below)</td>
</tr>
<tr>
<td></td>
<td>2. Student record/registration and admissions</td>
</tr>
<tr>
<td></td>
<td>3. Human resources and payroll</td>
</tr>
<tr>
<td></td>
<td>4. Student financing</td>
</tr>
<tr>
<td></td>
<td>5. Finance (including accounts payable/accounts receivable)</td>
</tr>
<tr>
<td>1996</td>
<td>First enterprise system vendor fails/folds</td>
</tr>
<tr>
<td></td>
<td>Basic client/server infrastructure in place</td>
</tr>
<tr>
<td></td>
<td>First (small) client/server application installed (postimplementation problems with operation)</td>
</tr>
<tr>
<td>1997</td>
<td>Second enterprise systems vendor selected (runner up to first-choice selection that folded)</td>
</tr>
<tr>
<td></td>
<td>Departmental desktop computing standards revised (upgrades needed)</td>
</tr>
<tr>
<td></td>
<td>First information systems manager steps out of this role (voluntarily)</td>
</tr>
<tr>
<td></td>
<td>Endowments application “up” (requires migrating 500,000 records)</td>
</tr>
<tr>
<td>1998</td>
<td>Student record/registration and admissions module “up” (requires migrating 700,000 records)</td>
</tr>
<tr>
<td></td>
<td>Y2K remediation needed (due to project delays)</td>
</tr>
<tr>
<td></td>
<td>Decision made to move finance up in schedule to be third major module</td>
</tr>
<tr>
<td>1999</td>
<td>Human resources and payroll module implementation fails</td>
</tr>
<tr>
<td></td>
<td>MSU hires specialized consulting firm to oversee reimplementation of this module</td>
</tr>
<tr>
<td></td>
<td>(specialized means here that the firm is often hired to oversee implementation of a failed first effort)</td>
</tr>
<tr>
<td></td>
<td>Departmental desktop computing standards revised again (upgrades needed)</td>
</tr>
<tr>
<td></td>
<td>Second information systems manager steps out of the role (voluntarily)</td>
</tr>
<tr>
<td>2000</td>
<td>Human resources and payroll module implemented</td>
</tr>
<tr>
<td></td>
<td>Finance module implemented</td>
</tr>
<tr>
<td></td>
<td>External information systems auditor brought in to evaluate project process and outcomes (receive a generally positive evaluation)</td>
</tr>
<tr>
<td></td>
<td>Begin to implement some online commerce functionality for procurement (building on newly implemented finance/accounts payable/receivable functionality)</td>
</tr>
<tr>
<td></td>
<td>Creation of internal process reengineering department.</td>
</tr>
<tr>
<td>2001</td>
<td>Process change efforts initiated in areas where first two modules are operational</td>
</tr>
<tr>
<td></td>
<td>Departmental desktop computing standards revised (upgrades needed)</td>
</tr>
<tr>
<td>Expected schedule:</td>
<td></td>
</tr>
<tr>
<td>2001</td>
<td>Student financing module to be “up” in fourth quarter.</td>
</tr>
<tr>
<td>2002</td>
<td>Enterprise systems installation to end (though process changes will continue)</td>
</tr>
</tbody>
</table>

collected from 1994 through early 2001. We began 6 years of fieldwork with a 10-month period of gaining access to, and the confidence of, the site’s employees. In the process of coordinating and tracking the data collection effort, we have used vignettes and stories to help develop a shared understanding of what we are observing (e.g., Miles, 1979, 1990). Through this planned—but informal—interim effort, several themes emerged. These themes have been used to return to the field notes and organize data to support or refute their value. This was done using explanatory event matrices (Miles & Huberman, 1994; Miller & Friesen, 1980). These results are summarized in the right-hand columns of Table 1 and discussed later.
Specific Implementation Characteristics at MSU

At MSU there is evidence of all three specific implementation characteristics. For example, the increased number of stakeholders and stakeholder groups is a central feature of the MSU effort. During this transition, more than 15 implementation project teams were involved with 14 different software packages. This effort led to nearly 100 committees involving nearly 700 people. These committees comprised technologists, users, and often vendors and/or consultants. Committees existed at both executive levels (steering committees) and line levels (customer action teams) in the organization. Typically they were led by a nontechnologist and comprised from 5 to 15 people. Any particular software package implementation project had as many as 20 committees, with many people sitting on multiple committees. This is the essence of large-scale organizational change: the extensive involvement of many people. (Benjamin & Levinson, 1987; Liker, Roitman, & Roskies, 1987; Markus & Benjamin, 1997). One role of the enterprise technologies is thus an “occasion to structure” (Barley, 1986) as the implementation project is laid over the existing organizational hierarchy.

A second characteristic of the implementation is the presence of multiple effects at multiple levels in the organization. In essence, MSU’s enterprise systems implementation effort involves many people who are struggling to maintain a stable, productive state even as their world is changing. One example of the multiplicity of forces is the stress on project management. Despite the techniques and instruments used by the IS department in its attempt to invoke or impose a temporally defined order for internal development efforts (such as PERT and Gantt charts), the actual client/server project at MSU is far from controllable. There are two reasons for this. The first is that control of implementation/development schedules is now split three ways, with increased control by the vendors and the users coming at the expense of the technologists’ control (see also Sawyer, 2001). While the technologists retain some control, such as access to key technical personnel and the right to dictate some technical issues, the functional characteristics (and delivery dates) are mainly subject to vendor timelines.

Likewise, implementation of these functions is dictated by user schedules. At MSU the most complex (in terms of multiple user groups being involved) system being implemented is in support of student records, as it includes admissions, financial aid, the bursar, and the registrar. Since each of these departments operates on a different schedule (admissions is busy in late spring, the bursar in the summer and fall, etc.), there is no “convenient” time to roll out an integrated package. A second example reflects MSU’s Year 2000 remediation. In part, the enterprise system implementation was being done to obviate the need to do Year 2000 remediation on legacy systems. However, vendor-provided software was not available for several functions and MSU had to take on the added work of fixing (not replacing) legacy systems. This led to a point where the MSU technologists were negotiating three sets of time schedules: software vendors, current users of the legacy systems, and their own needs and resource constraints.

Most technology implementation projects face schedule changes, given the number and interdependencies among the resources, tasks and schedules. However, the most insidious aspects of the frequent schedule changes reflect the limitations of linear estimates of projects to account for the polychronicity of work. Many of the project team members (if not all) are tasked to multiple committees, with each of these efforts proceeding at differential rates. The temporal costs of these people’s increased cognitive load due to task switching is not accounted for in these plans. That is, as work pressures increase, people’s cognitive processes (ability to switch among tasks, to take in signals from the environment, to negotiate priorities, and to even maintain civility) suffer (Woods & Patterson, 2001). Simply, people are not as efficient or effective if there is too much to do per unit time.

There is also evidence from the MSU study supporting our contention that environmental constraints affect temporal perceptions. Evidence for this draws on incidents such as the technology leadership’s responses to their Year 2000 problem. When they began the transition to client/server computing, planning assumptions were based on completing the transition prior to the millennium. Because of vendor problems—their first vendor could not deliver as needed—the MSU leadership switched to a second vendor. This change forced MSU to fall behind its implementation schedule and it had to become very concerned about Year 2000 issues. Thus, as we alluded to earlier, instead of being a nonissue, dealing with the Year 2000 dominated the MSU technology leader’s planning as they needed to trade off resources to either repair current legacy systems or speed up the implementation. Both led to a sense that time is “short.” This, in turn, led to rushed decision making and a sense of constant crisis. This type of self-reinforcing “time famine” has been documented in software development (see Perlow, 1999), and we see evidence of that at MSU.

Features of the Enterprise Systems Technologies at MSU

There is also evidence of the three features of enterprise systems in MSU’s implementation effort. For example, the combination of the enterprise software’s immaturity and the dependencies among, and between, the technologies and the stakeholders make possible many starts, stops,
and redirections in the implementation effort. For instance, specific functions were often not available in the enterprise software’s current version when the people at MSU needed them. Two examples from the data showcase this feature. The first case is that the MSU technology managers predicated their original project plan on having key student processing functions available by fall 1997. However, there were no viable products when they looked at the market in 1994. After that, the two dominant players moved in different directions. The vender MSU first chose fell behind schedule and subsequently bought out its contract. This forced MSU to negotiate a contract with the second vendor 3 years into the installation effort. A second case is the search for a reasonably priced security package that will provide single-entry passwords to multiple applications, described earlier.

These two examples illustrate how the development and deployment of the computing infrastructure on which the enterprise system resides can proceed in fits and starts, with numerous changes in direction, rather than following a linear path of gradual and steady progress. MSU’s project plans, and most deadlines, are flexible (and often not met). These plans are steadily revised to account for which products are ready and what sequence of dependencies among projects can be met. While this makes sense at a strategic level, users translate this differently. Users see this as poor leadership and thus discount plans produced by the technologists and vendors (since internal information systems staff intermediates the vendor–user links). This puts the internal information systems staff in a unique place—they know how hard it is to plan, yet they must act as overseers to vendors and as advocates for users. At the same time they often serve as apologists for the vendors. The CIO, after visiting the senior management of one enterprise systems vendor whose product was very late, said, “I’m sick of being their whipping boy.”

Many factors—internal and external to the organization—may contribute to either stimulate, retard, or even derail the development of the enterprise software. For example, software upgrades in this environment are frequent. One project had a new update to its software about every 3 weeks. From the vendor’s perspective, it was developing software at breakneck speed and being responsive. The users interpreted this pace as sloppy development which created a churning feeling. The lead implementor for the system called it “computing on roller skates.”

In large part due to the need for the technical interoperability that the composite computing infrastructure relies on, there is a fast-paced, continuous process of software development and redesign to fulfill the promise of enterprise systems. Each new product necessitates modifications (or replacements) to existing components, making this a seemingly self-perpetuating process. The breadth of innovation is accentuated by the fact that the concept of a computing network, especially in a technical sense, now commonly transcends organizational boundaries. The interest in Internet technology has widened the scope of interoperability. In turn, this has also contributed to accelerating the pace of product innovation.

While this situation may not be unique or surprising, given the fast-moving state of client/server and Internetworking technologies, the composite nature of the infrastructure in this form of computing compounds the problem. Our observations to date suggest that, at this stage in the technological evolution, the transition from mainframe computing to distributed computing will continue to be challenging for all groups and individuals involved with the implementation project at MSU because of the system’s complexity. This has been especially evident in the meetings of oversight committees, where progress on individual subprojects appears to be continually undermined by the necessity to devote time to solve technical problems. For example, the director of the implementation says of the weekly technology directors’ meeting: “I’m not comfortable, yet, with the directors. People talk about the technology, they talk about the budgets, they talk about the dynamics of [our group]. We never talk about the transition [the set of projects that are implementing the client/server systems].” The information center manager says: “We don’t plan, we don’t pay much attention to anything but the new technology. [We] never talk about how to use [the new software systems].”

Moreover, the distributed nature of client/server computing, which underlies the systems at MSU (as it does most contemporary enterprise systems), applies to the social structure of the organization, not just to the spatial configuration of the physical technology (Wellman et al., 1996; Wellman, 2001). That is, distributed computing, on which the enterprise systems runs, enable a greater degree of freedom for technical independence within organizational subunits. Individual departments within MSU are adopting different strategies for computing, such as using Windows NT instead of Novell as the network operating system. This makes it more difficult for the technologists, who are attempting to coordinate the computing infrastructure, to maintain a sense of control over it. As the director of the physical network states: “In some sense, [this is] the most strategic decision we made [i.e., allowing a department to break from the standard network configuration].”

DISCUSSION

In this part we move beyond the findings regarding specific implementation issues and aspects of the enterprise systems to focus on what the findings might mean. We begin by discussing temporal asymmetries among groups and then discuss the increased polychronicity of work.
**Temporal Asymmetries Among Groups**

In light of the near-frenzied pace of innovation in both enterprise systems and distributed computing, it becomes an even more daunting challenge for any organization to stay abreast of such technical change, and, consequently, to maintain technical integrity (interoperability) among the various segments of the broader organizational infrastructure. Simply, it is difficult to entrain the technology—embodied in these systems—with the work practices of the organization (Ancona & Chong, 1996). This accelerating pace sets the stage for temporal asymmetries to exist among vendors, users, and technologists.

Technological developments have forced MSU’s information systems staff to shift their focus from mainframe to client/server computing, and the technological staff struggles to comprehend the new technologies. Vendors, who have embraced the client/server as the architecture for their enterprise products, are positioned to respond to these technological developments more easily than the information system’s staff at MSU. Users are the least able to keep pace with these technological changes, and this creates the potential for intergroup conflicts that arise from temporal asymmetries.

For example, in speaking with various managers and administrators within MSU, we heard repeated reference to fall 1997 as the (missed) target date for a complete transition from the mainframe system to a client/server computing system. This was the date originally set (in 1992) by the CIO to coincide with the termination of agreements with mainframe contractors. Because of the changes in enterprise vendor (and other issues), by early 1996 this date had been changed (to 1999). However, the original date continued to be used as a measure by many of the line departments. The temporal asymmetry that we perceive exists between those who are most actively involved in the transition and those who are not. The former saw 1997 as a “drop-dead” date. The latter saw this date as unreachable and thus flexible. Since this dichotomy was never explicitly discussed, it gave rise to conflicts over the importance of different projects (order, deadline dates).

Further, we note the potential for temporal asymmetry to persist between developers and users. This may have the effect of leading to inaccurate decisions in the users’ evaluation of systems, since perceptions of development time are structured according to traditional development cycles, rather than the rapid pace of enterprise software and client/server development. For instance, one vendor, who at that time had no product available, was selected over another, who had a product that was considered “buggy” or mistake filled, because of a strong perception that this vendor was further along in the development cycle. The second vendor argued that “it is the nature of client/server in its present state that learning takes place through implementation.” As we noted earlier, within 3 years of this decision, the first vendor was out of business and MSU was forced to sign a less flexible contract with the second vendor.

We further extend this argument to suggest that the temporal asymmetries between developers and users leads to an unprecedented degree of control by developers over users (e.g., Markus, 1983; Kling & Iacono, 1984). Related to this point is that the user may maintain the perception that the length of time it is involved with a vendor is indicative of the degree of development of a product. In other words, it perceives a process that is linear and cumulative when the process is, in fact, discontinuous and constantly reinitiated.

Because of the volatility of innovation in enterprise technologies, many applications persist in beta form. Weick (1990) has previously suggested that “new technologies” follow a pattern of development different from that of older technologies. The high level of mental interpretation and subsequent uncertainty in knowledge of the process serve to result in a situation in which “implementation often is the means by which the technology itself is designed” (Weick, 1990, p. 8). We see this as an emerging standard for distributed computing. Beta versions of software are often the norm with upgrades occurring in beta-stage applications. As we noted earlier, one of the vendors providing software for MSU released a new version every few weeks. This sets the stage for temporal asymmetries to persist.

**The Increased Polychronicity of Work**

The temporal aspects of individual work are being affected in two ways: how workers view the tasks they do, and how they interact with each other. That is, the subjective nature of time affects both the tasks and the people. The MSU technologists’ tasks, for example, are more interdependent, have higher levels of visibility, greater variety, and less autonomy in selection (that is, often they must respond to what others have done), and demand a broader variety of skills to complete. This is a difficult adjustment for many, since they had become familiar with the relative simplicity (and monochronicity) of supporting a stable (mainframe) technology.

These technologists are also responsible for more tasks. Since the tasks demand new ways of sequencing and are more interconnected, workers are participating in more task sharing. This is where many people contribute to completing one task. Thus, the workers’ days are often more fragmented as they constantly connect with others to complete these shared tasks.

The combination of these two makes the knowledge worker’s work day seem chaotic. For instance, one
technologist was given the task of maintaining the access tables for all distributed applications. This requires maintaining a number of access tables, since, as we noted earlier, no single-sign-on security product was available at the time. When she went on vacation, no one could get access to a number of applications (for a small technical reason). Here, the monochronic logic of one person, one task, broke down in the face of polychronic work. Another example of this polychronicity—using the same example—is that she complained to us about how hard it was to maintain these different access tables, even though it was roughly the same task across a number of applications. The constant balancing of several applications’ security tables was much different from her previous monochronic work supporting one system.

The enterprise systems, and the pervasive distribution of computing, at MSU means that work is less monochronic and more polychronic (Barley, 1988; Bluedorn, Kaufman, & Lane, 1992; Vinton, 1992). In polychronic work, workers are expected to be able to switch among multiple tasks, while monochronic work is focused on sequential task completion. This synchronicity affects how people experience time. For example, one of the most frequent comments we have heard in our interviews and observation is that people have too many things to do. This leads to a perception that they lack time. And, while people are reasonably bad at recalling how they spend their work time (e.g., Hartley et al., 1977), disruptions to temporal patterns are very dislocating to many of the users and technologists (Perlow, 1999; Woods & Patterson, 2001).

IMPLICATIONS

In this final part we reflect on several implications of this temporal perspective. We begin by briefly returning to professional issues and highlight how the use of current project management tools leads to some unintended temporal consequences. Then we discuss the value of a temporal perspective as a conceptual lens for researchers, focusing on the role of the time in both framing the analysis and helping us to examine the relationships among information and communication technologies and social organization.

Time as a Barrier to Managers

We began this article by noting that managers are often aware, at least implicitly, of the dual nature of time. Through the course of the paper we have pointed out that contemporary project management tools are premised on linear time. This leads to a paradox where most project managers are aware of the limitations of the tools but are not sure why that is so, or how to reflect this in their management. This is, we posit, a major contributing factor to the inability to manage most ES implementation projects in a rationalized way. The unintended consequence of this is that managers learn to trust their instincts, not their tools of control, without understanding why that is so. However, people often poorly estimate how they spend their time (e.g., Robinson & Godbey, 1997); this is particularly true in work environments (Hartley et al., 1977). This suggests that while a linear view of project process is flawed, a perceptual approach to scheduling may be no better: Temporal instincts serve managers well in many ways, but not with scheduling. Perhaps this helps to explain why many projects fall into the “90% complete” trap—where this perceived level of completion is “attained” ahead of the estimated schedule, while the last 10% is difficult to reach (Abdel-Hamid, 1988). The observations from our work suggest that project management scheduling demands a more disciplined approach: The important adaptation is to measure perceived progress along with calendar/task progress. When these two measures begin to diverge, this can be addressed. Imagine two time scales on a Gantt or PERT chart: linear and perceived. In this way it is easier to see a temporal discrepancy occurring: It begins when the two time scales diverge on a particular task.

Time as a Lens for Researchers

We conceptualized organizational change as a situated event: It occurs in specific times at specific places (Orlikowski, 1996; Suchman, 1987). Temporal issues help to situate these events, especially the pervasive and deep-rooted effects that large-scale technology changes such as enterprise system implementations demand. The stressful social milieu that arises from organizational change brings together, and often exposes, the differences in the social norms and values around the time when these different groups attribute to events and to artifacts. The subsequent temporal asymmetries among groups are often difficult to perceive due to the objectification of time’s measurement (Schein, 1992; Hall, 1959).

Gersick (1988, 1989, 1991; Gersick and Hackman, 1990) addressed the nonlinear and nonhomogeneous nature of time as it affects group decision making and problem solving. Applying a metaphor that arose in natural science (Eldredge & Gould, 1972), Gersick advances a model of “punctuated equilibrium” for group-level theory to explain the discontinuous, and apparently spontaneous, patterns and pace of activity exhibited in the course of group development projects. The punctuated equilibrium model differs from other models of group and industry-wide activity in which processes are assumed to be linear and incrementally additive (Gersick, 1989; Tushman, Newman, & Romanelli, 1986; Romanelli & Tushman, 1994).

Gersick’s model straddles the dual conceptions of time and reflects both objective and subjective (socially constructed) time. Using punctuated equilibria theory, we
would posit that, given a fixed end date, a social unit—such as a work group—begins to work toward the shared goal. As the work group reaches the chronological midpoint, a crisis ensues. This crisis leads to a redirection of effort toward meeting the goals by the prespecified and fixed end date. A final, eleventh-hour supereffort completes the process and the goal is reached at the deadline.

However, punctuated equilibria theory relies on both clear goals and a fixed end date, from which interim stages and directions can be assessed. Given the amorphous temporal nature of an enterprise system implementation and the uncertain end dates of most information technology projects, it is possible that a midpoint crisis results in both a redirection and a new end date being established. Given a new end date, a new midway point is established, and a new crisis is then likely. Thus, without a fixed end date, punctuated equilibrium theory implies an eerily common pattern of crises, redirections, and moving end dates for enterprise systems implementations. Certainly the (oft) extended project completion date at MSU and the annual set of crises and redirects surrounding these extensions provide some support for this hypothesis. This suggests the need for additional research to ascertain the temporal aspects of controlled project end dates and project success.

The increased interdependence and number of stakeholders, along with the myriad and dynamic technical features of client/server-based enterprise systems, are the context in which implementation plays out across time. This suggests that the implications of temporality can be best understood in the field and not in an environment controlled by the researcher (McGrath, 1986, 1988, 1991; Futoran, Kelly, & McGrath, 1989). This, in turn, encourages observations and interviews across objective time as the basis of research on information systems implementation. However, while the employment of longitudinal research methods may be assumed to provide such an accounting, it may do so only in a limited way unless it is theoretically specified by the researchers prior to data collection (Monge, 1990).

Longitudinal methods may follow dynamic processes across time, rather than take snapshots, but do not necessarily incorporate a theoretic basis for time (Robinson & Godbey, 1997). Most social scientists see time in the Newtonian sense; metaphorically represented as an “arrow,” imposing a linear order or sequence on events (Dubinskas, 1988, p. 7):

Many social scientists have rather uncritically incorporated this orderly time of Newton into their own models, treating time as a background or hidden dimension. It becomes an attribute of the natural universe that is simply there (or “ticking away”) as a parameter, marker, or line against which events and activities unfold in an orderly fashion and are then measured by the analyst.

Such an interpretation fails to account for time as a socially constructed phenomenon. So, longitudinal methods allow, but do not demand, the researcher to understand the subjective nuance of time in context (Croissant, 1998). Our experience with subjective aspects of time, in the context of the MSU enterprise systems implementation study, helps to illustrate how a broader view of time can assist understanding. Were we to take a strictly linear and objective view of time, the inability of MSU’s technologists to meet many of their target dates would seem to be a failure in project management.

Assessing these same instances of missed project deadlines from a perspective that allows for the force of temporal asymmetries to shape action suggests that the issue in play is not the deadline date. Instead, the issue is about negotiating a more comfortable pace of change (i.e., Baronas & Louis, 1988). That is, user groups desired more control over when that date should be and drew on factors other than technical availability of the product to inform that decision. The temporal perspective also allows us to look beyond the seemingly erratic behavior of the technologists, who both embrace the changes to their work and struggle with the way their work changes force them to be more temporally interdependent.

These observations on time suggest that researchers must explicitly account for both objective and subjective time in data collection. We believe that a primary, but underdeveloped, power of longitudinal research is the opportunity to focus on the subjective aspects of time. Evidence of time’s subjective nature arises from analyzing the data from a temporal perspective, from understanding the broader context, and from comparing narratives and observations across perspectives and levels of analysis. A temporal perspective can be better enabled by further modifying data collection efforts in two ways. The first way is to account for the subjective time lines of the various constituents. The second way is to explicitly record perceptions of temporal asymmetries as part of the field notes following each observation.

We used the two forms of chronology to provide contrast. The calendar-based (objective) timeline was the basis for mapping the perceived pace of deadlines by noting whether people felt they had enough (or too little) time. This gave us insight into how various groups assessed the pace of implementation. It also allowed us to see more clearly the existence of temporal asymmetries among groups. It also provided a means to relate the number of issues at play in a given time period. This provided a means to assess the relative polychronicity of various work groups (by counting up the number of concurrent issues and or project deadlines per period).

This approach to data collection suggests a need for some comparative and/or evaluative temporal frameworks (e.g., Perlow, 1999; Abbott, 1995) related to information
systems uses. One such framework is Lee’s (1999) six dimensions of temporality relative to business processes. In this framework, duration is the amount of time spent to complete a task or an activity. Temporal location refers to the location of activities and tasks at particular points over the continuum of time that they take place. Sequence is the order in which activities and tasks take place. Deadline is the fixed time by when work is to be done. Cycle is the periodic regularity in which work is completed repeatedly. Rhythm is the alternation in the intensity of being busy. Lee (1999) demonstrates the use of this model to analyze the changes in work due to the introduction of an EDI trading system.

Time and the Sociotechnical Worlds of Enterprise Systems

We began the MSU study believing it was necessary to incorporate the rules, norms, values, and even the subjective perceptions of the people involved, not just the physical attributes of the system, in order to reach an understanding of the ways enterprise systems (a specific form of the more general construct of technology) can enable organizational changes. Through this article we have developed that an enterprise system—which is often seen as discrete pieces of hardware and software—is intimately embedded in a socio-technical ensemble (Bijker, 1995; Fleck, 1994; Orlikowski & Iacono, 2001).

The enterprise system becomes the embodiment of the technical aspects of an organization’s computing infrastructure. This infrastructure gives rise to and also reflects norms of behaviors and artifacts of action—it is as social as it is technical. A temporal perspective provides additional insight into the sociocultural and administrative aspects of this socio-technical system. Our study to date has reaffirmed this definition of technology, extending the concept of an enterprise system to the broader concept of computing infrastructure, connecting time to (information and communication) technology as elements or manifestation of sociotechnical life (Bijker, 1995; Latour, 1988; McGrath, 1988; Young, 1988; Lee, 1999).

Further, new computing technologies, represented by client/server-based enterprise systems, in our work, present significant obstacles to understanding the effects of computing infrastructures on organizations because they are so configurable and pervasive. This is true for the designers and users of these systems and for organizational researchers. One recurrent question is, “How will we know whether the impacts on the organization are caused by the client/server or software elements of the technology?” The present findings suggest the irrelevance of such questions that implicate a causal relationship between technology and organizational change (i.e., the technological imperative—see Markus & Robey, 1988).

The world of distributed computing, and enterprise systems in particular, is a world of metaphors—clients, servers, tiers, data warehouses, and icons. These systems are not singular or uniquely distinguishable technologies; witness the difficulty one encounters in trying to obtain a consensus regarding its definition. For instance, when asked, one manager responded that client/server is “just one more icon on my screen.” Client/server seems to be an inclusive phrase that accommodates a wide range of companion technologies with a working assumption that it is possible to get these wide-ranging elements to work together. Likewise, enterprise system is a broad term that intimates a breadth of software functionality and integration that is both fluid and expanding. The power and value of these inclusive terms are constrained by the inability to say what they actually mean, since they are often discussed out of the sociotechnical context of their use.

As we have argued, the topicality of enterprise technology implementations both masks and highlights the dual nature of time. The enormous investments in these systems, their pervasive distribution, the variations in potential power at the hands of the users, and the multitude of different product timelines that, combined, represent the aggregated development trajectory of any distributed computing infrastructure provide a milieu for observing temporal asymmetries among the various constituents. A temporal perspective provides insights into how the sociotechnical nature of enterprise systems, and perhaps of any information technology implementation, is set in the context of time. Given the socially shaped nature that a temporal perspective implies, this suggests the self-limiting nature of a simple chronological view of time (Bijker, 1995; Zuboff, 1988).

One aspect of a temporal perspective that we did not explore in this research is the entrained relationship between technology development and organizational implementation. By entrainment we mean the changes in pace or cycle of an activity to match or synchronize with another activity (Ancona & Chong, 1996, p. 253). For example, as software development is increasingly done by specialized firms, the issues with the entrainment between producer’s cycles of development and consumer’s cycles of implementation become critical (Sawyer, 2001; Fleck, 1994).

The aspects of a temporal perspective explored in this article—polychronicity and asymmetry—provide insight into individual and group-level behaviors beyond what a simple clock-time perspective could provide. The current work establishes how enterprise computing is involved in the organizational change that defines an implementation. To provide a temporal frame for this, we began a chronology, tying events to a calendar to help organize and interpret them. This has helped us to understand how time’s multiple roles magnify change related to information systems implementations. For us, the differences in
how people see time have arisen from attempts to see the world through their eyes, and this is the essence of the interpretive approach we have taken.
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