Structural Transformation, the Mismeasurement

of Productivity Growth, and the Cost Disease of Services

By ALWYN YOUNG"

If workers self-select into industries based uguirtrelative
productivity in different tasks, and comparativevadtage is aligned
with absolute advantage, then the average efficheysector’s
workforce will be negatively correlated with its gloyment share.
This might explain the substantial difference ie tiported
productivity growth of contracting goods and expagdservices.
Instrumenting with defense expenditures, I find tha elasticity of
worker efficacy with respect to employment shasesibstantially
negative, albeit imprecisely estimated. The middlge range of
estimates suggests that the view that goods anitesrhave similar
productivity growth rates is a plausible alternaigharacterization

of growth in developed economies.

One of the strongest and seemingly most accuratecterizations of the
process and problems of growth in advanced ecorsomi¢/illiam Baumol's
"Cost Disease of Services." Baumol's argumentyibég papers as early as 1965
and continuing to this very day (e.g. Baumol 19857, 1985 and 2012), starts
from the premise that productivity growth is inhathg more difficult to achieve in

the production of services than in the productibgands. With the two industries
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competing for factors of production in the sameadamarkets, the relative cost of
producing service output inevitably rises. If thamand for services were income
inelastic and price elastic, these trends wouldpose a problem, as the share of
services in nominal GDP would decline. Alas, psebi the opposite is true, and
services garner an increasing share of nominalubutpggregate productivity
growth, equal to the nominal output share weiglateztage of sectoral
productivity growths, must steadily declihe.

Decades of data on productivity growth in goods sewices have confirmed
Baumol's thesis turning it, for all intents andgases, into a stylized fact of
economic growth. Productivity statistics, howear based on the fundamental
assumption that each new worker is qualitativetyshme as every old workerif
workers self-select into industries based upon senkables, this assumption may
create a systematic bias, as the type of workesept when an industry is small
may not be the same as when the industry becomges End vice versa.

In his "Thoughts on the Distribution of EarningBby (1951) identified the
mechanism central to this paper. Workers selecintiustry in which they have
the highest relative productivity, i.e. a compamatdvantage. If individual
productivity in different tasks is uncorrelatedabworst weakly correlated, then
individuals having a comparative advantage in austry will on average also
have an absolute advantage in that sector. Astarsexpands by offering higher
wages to prospective workers elsewhere in the eognid will draw in
individuals with both a lower comparative advantagd a lower absolute

advantage in the sector, while leaving individwaild the highest comparative

Although not mentioned in the papers cited abawelicit in Baumol’'s argument is the notion thatéee output is
relatively non-tradeable. Otherwise, low produtfigrowth in services could be met, at least atittdividual country
level, by exporting more manufactures for services.

?To be sure, more sophisticated analyses divide averikto categories based upon observable detemtsiofhuman

capital such as age and education, but within eat#gory the assumption is ultimately made thawvatkers are identical.



and absolute advantage in competing sectors. @oasdy, productivity in
expanding sectors will appear to decline and prvdticin contracting sectors
will appear to rise. In sum, in a Roy world theagent disparity in the
productivity growth of goods and services may c@ieut because services
expand by drawing in people who are, as exampdss,ddept at finance, law and
medicine, while goods sectors contract by shedttiadgeast able farmers,
manufacturers and miners, all of which is not takea account in measures of
productivity growth. Underlying true levels of phactivity growth, i.e. taking into
account the average efficacy of the workers presethie two sectors, might not
be all that different.

Figure 1, which graphs the relative supply and defhfar services, summarizes
the argument made in this paper. Baumol's supplyecis essentially a horizontal
line, determined by the relative productivity oéttwo sectorg. As goods
experience more rapid productivity growth, this@ypurve shifts up, from
FBaumelyg g Baumel ey emplifying the cost disease of services. Atgdame time, as
a consequence of the relatively higher incomeielgsbf demand for services,
the relative demand curve shifts out fr@sto D;. The equilibrium moves from
Eo to E;, with a higher relative output and price of seegicwhich consequently
has a growing nominal share of the economy. Aermidttive hypothesis, however,
is that the supply curve is substantially upwaapslg because of the correlation
between comparative and absolute advantage Royilolesc As drawn in the
figure, the Roy supply cun&® intersects botE, andE;. This describes a

situation in which productivity growth is the sameboth sectors, so the supply

%f the capital income shares (i.e. factor inteasitiof the two sectors differ, the supply curve k&l upward sloping
even without the effects Roy describes. Howewediscussed in the on-line appendix, empiricaléy¢apital income
shares of goods and services in the US economsliaiest identical and the upward slope in the supptye attributable to
this effect is negligible, i.e. an increase in tigaprices of 0.4 of one percent as relative ougmes from O teo. In the
sources cited above Baumol and his co-authors @anfthasize a relative price effect emanating frelative factor
intensities and, in this regard, appear to be cetalyl correct.
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curve does not shift, but the relative demand cshifts out as incomes rise. Here
the rise in the relative price of services is dniyeirely by the changing efficacy of
the average worker in each sector.

Figure 1 makes clear that the Roy model does not thee rise in the relative
price of services, it merely explains it with afdient mechanism. Figure 2
illustrates why this matters. Panel A draws thedr production possibilities
frontier implied by the Baumol model, which rotateg as goods experience more
rapid productivity growtR. Panel B draws the Roy production possibilities
frontier, which shifts out uniformly when produdtiy growth is identical in both
sectors. This panel shows that the same equitibptice and quantity relations
can be explained with equiproportional shifts @ thtercepts of the production
possibility frontier and a movement along its corecaurface. For the purposes of
heuristically illustrating welfare implications,dldiagrams also include social
indifference curves which, under the assumptioconfpetitive markets, are
tangent to the production possibilities frontiefsygregate total factor
productivity growth is the proportional increasetlie length of the ray from the

origin to the tangent line on the production fren{aAV/V in the figure)® In the

“As Figure 1 makes clear, for Baumol's argumenbésinot matter whether or not the relative reghaiof services is
rising (only that its nominal share is increasirim)t for the Roy argument it does. Baumol et 8Bg) argue that there is
no change in the relative output of goods and sesvi This is actually not true. As discusseddatidn Il, US and OECD
data clearly indicate a large rise in the relate@ output of services in the post-war era.

SFor the purposes of this expositional diagramslia® that factor supplies are constant.

®To see this, note that if inputs are constant $éaaraed in the diagram), we can describe the probfenaximizing
GDP as one of maximizingR + P/Y s.t. 0 >F(X,Y,t). Differentiating the binding productiorogsibilities constraint, we
have (a) kdX + RdY + Rdt = 0. Rearranging and making use of the firdeoconditions from the maximization problem
(AFx=P, etc), one finds that:

O = —-AF, /GDP=6,9, +6,9,

whereA is the value of relaxing the PPF constradhtthe GDP share of product i, agdhe growth of the output of i.

Thus, total factor productivity growth, the proponate value of the time trend relaxation of thé-RBnstraint, equals the
GDP share weighted increase of the output of eemifugt. (a) in the paragraph above, however, hetisther the dX &

dY are the observed values or imposed values $atllX =g*X & dY = g*Y. Thus, regardless of the bias of TFP growth,



Baumol model, as the share of services in totatedjpure grows, the growth rate
of this vector slows. In the Roy model, the prajporal growth rate remains
constant. Over time there is a growing discrepandfe instantaneous rate of
welfare growth predicted by the two models.

This paper draws its inspiration from recent inséfa the macro implications of
Roy’s model. Lagakos and Waugh (2011) argue #latgon effects of the type
described in this paper can explain the greatativel productivity of agricultural
workers to non-agricultural workers in countrieshwarger non-agricultural
sectors. Hsieh, Hurst, Jones and Klenow (2012utate the inefficiency
associated with the historical concentration of warand African-Americans in
particular occupations using a Roy model and atlgaethe gradual elimination of
barriers to the participation of these groups hreobccupations can explain as
much as 1/8 of post-war US aggregate wage growth. KuralbaymhStefanski
(2013), independent of this paper, argue that dueehse of manufacturing output
brought about by the appreciation of the real ergbaate associated with
resource windfalls generates a spurious rise inufisa@turing productivity as the
contraction of the sector leaves only the most petde workers behind. This
paper extends these Roy-related analyses to tlegajemnsideration of the
relative productivity of goods and services. Aldhg way, | establish the
theoretical bias in conventional measures of satfwoductivity and clarify the
mathematical conditions necessary for Roy effextsetpresent (i.e. for average
worker efficacy to be declining in a sector’s enyph@nt share). While the papers
above calibrate their models, this paper estinthiesize of Roy effects using
regression techniques.

With regards to empirically estimating the elasyiaf average worker efficacy

one can equally say tha#er = Oxg + 6vg = g. g is the proportionate increase in the length ofvébetor (with slope
determined by the current production bundle) framdrigin to the production possibilities frontier.



with respect to the sectoral employment sharekélyeparameter in the macro
implementation of the Roy model, there has beeitdohprior research. Heckman
and Sedlacek (1985), using CPS micro data andumsintal variables, find that
the local elasticity of worker efficacy with respéa the employment share is
around -.5 for manufactures and -1 for non-manufast(see their Table 3). This
roughly brackets the range of estimates foundisyghper. McLaughlin and Bils
(2001) find milder effects, using PSID micro datsshow that the wages of
entrants or leavers are 6 to 17 percent lower thase of continuing workers.
However, as discussed in the on-line appendixP®Bik® data used in that paper
mostly concern simultaneous entry and exit (a foframployment churning) and
are uncorrelated with changes in sectoral employisteeres. This paper focuses
directly on the impact of changes in sectoral eyplent, using private sector
employment changes driven by changes in militagndmg to identify the
elasticity of average worker efficacy with respcsectoral employment.

Zvi Griliches, in his presidential address (1994l aarlier (1992), brought to
the profession’s attention the shortcomings of Ussaires of service sector
output, such as those which extrapolated inputsjreting productivity growth
by construction. Since his time, however, theneeHzeen vast improvements in
the national income accounts measures of servatersactivity, particularly in
regards to the recent time period (1987-2010) whidhe focus of this paper’s
analysis. Triplett and Bosworth (2004) provideegiew of these developments
and the problems which remain. This paper takegvas the official measures of
sectoral output, focusing on the systematic biasigint about by the failure to
consider the relation between employment sharesieschge worker efficacy.

The paper proceeds as follows: | begin in Sedtimnpresenting a simple Roy
model, showing how the bias in sectoral measuréstalf factor productivity
growth and the slope of the relative supply curgpashd upon a key parameter:

the elasticity of average worker efficacy withisector with respect to that



sector’s share of total employment. Section | alsows how correlation between
an individual's productivity in different activigecan eliminate the positive
association between comparative advantage andudsalvantage, overturning
Roy’s prediction that average worker efficacy igarsely related to a sector's
employment share. Thus, the relation between waHEacy and sectoral
employment depends upon the process generatingdodl productivity draws,
i.e. itis ultimately something that needs to benested empirically rather than
identified theoretically.

Section Il presents industry level evidence thatdlasticity of worker efficacy
with respect to sectoral employment is, indeedstauttially negative. Projecting
the Bureau of Labour Statistics KLENIBieasures for the United States private
sector divided into 60 sectors, and the Universit¢roningen’s KLEMS
measures for private sector activity in 18 OECDntaoas divided into 29 sectors,
on a variety of instruments, | find that defensersfing is the only instrument that
robustly satisfies the dual requirements Bsfage significance and®stage
exogeneity (the exclusion restriction) necessaryvfo stage least squares.
Estimates of the long run elasticity of worker edity with respect to the sectoral
employment share range from -.5 to -1, with moseobations concentrated in the
more negative half of this range. | also find thatelasticity of -.75 equalizes
goods and services productivity growth in the U8 ere OECD at large. It
produces a stable Roy supply curve which matchehistorical US and OECD
data on relative goods and services price and guanowth, as heuristically
illustrated in Figure 1 above.

Section Il concludes the published paper. Anior-Bppendix provides
mathematical proofs of the theoretical claims madeection 1. While the BLS

adjusts its aggregate economy-wide measures ofitabput growth for

"Capital (K), labor (L), energy (E), materials (M)capurchased service inputs (S).



compositional effects, it does not do this in teetsral KLEMS data base. The
on-line appendix also describes how | develop thetasectoral measures of labour
composition which | use to adjust the BLS measoféstal factor productivity
growth and the sectoral measures of changing em@ot/shares. Finally, as
mentioned above, the on-line appendix providevigweof the PSID data used in
the McLaughlin and Bils paper, showing that it cemms simultaneous entry and
exit, rather than the overall expansion and cotibm®f sectoral employment,

which is the focus of Roy’s model and this paper.
I. Structural Transfor mation and the Mismeasurement of Productivity

In this section | present the main theoretical ltssaf the paper. Throughout the
analysis | focus on supply relations alone, leavirggeneral equilibrium closure
of the model with preferences and demand unspdcifi€his is both because | do
not want to take a stand on the nature of prefe®aad demand (including trade),
and because it is unnecessary to do so. All oinipications of the Roy model
can be understood in terms of the supply curveadiraf the theoretical analysis
can be understood in terms of movements alongctirae, movements whose
causes, while obviously related to demand, do aetro be specified. To focus
on intuition, | confine the mathematical proofdloé claims made in this section

to the on-line appendix.
A. A Simple Model

Consider an economy with two perfectly competiin@ustries, goods (G) and
services (S). Value added in industry i (= G ors)roduced with capital and

labour:

® Q :AF{Ki, [z (u)}

ullSet



whereSet is the set of workers labouring in industry i ang(u) is the efficacy or
productivity of individualu when working in industry i. Each worker is endowe
with a pair of industry productivitiezd, z5) which is drawn from some joint
cumulative distribution functio®(zs, z).

Workers move to the industry providing the highifesincial reward. Thus,
with w; denoting the wage per unit of effective laboueo#l in industry i, the set

of individuals choosing to work in that sector igem by:
v Set ={ ulwz (u) >w,z (u)}

where j is the sectoral complement of i. Definas the probability a worker
selects industry i or, equivalently, the shareheflabour force in industry i. With
L denoting the total labour forck, the number of workers in industry i, equals
miL. For a given distribution ok§, z) draws,z; is determined in a general
equilibrium that includes a specification of demawih dz/dew > 0, wherew =
Wilw;.

Define the expected efficacy of a worker in sectae. their productivity

conditional on working in that sector, as

[z@du [z (u)du

3 Z =Elz s — uOsSet _ uOSet
® Z = E(z(u)|uT Sef) e Ry

udSet

As proven in the on-line appendix, regardless efdistribution function
generating the paired drawg(z) , the elasticity of average worker efficacy with
respect to the sectoral employment share is grésar-1:

4) {:d—r}iz—i'>—1.



From (3), we see that if we ignore the numeraterefasticity ofZ with respect to
7 is -1. The numerator, however, is increasing,iias anything that increases the
total number of workers will increase the cumulatsum of their productivities.
Consequently, the overall elasticity afwith respect tor; will be greater than -1
(examples for particular functional forms are pdmd in the on-line appendix).
None of the empirical estimates presented lat&eiction Il rejects this prediction.
While & may be positive or negative, Roy (1951), as erpldin the introduction,
argued that it should be negative, i.e. averag&evafficacy declines as a sector
expands and draws in less productive workers.t®moment, | will assume this
to be true.

Aggregate labour input in an industry is a prochfdhe number of workers
times the average efficacy per worker, so the produ function is usefully

reexpressed as

®) Q =AF(K,LZ).

From this, we see that total factor productivitgwth, properly calculated, is
given by

©6) A(true)zéi _OKiKi _@Li(l:i +%i) ,

where a ”* denotes a proportional change@a@&nd®; are the factor income
shares of capital and labour in sector i, respelstivUnfortunately, in estimating
total factor productivity growth growth accountatresat each new worker as the

equivalent of existing workersestimating total factor productivity growth to be

5The derivation is the usual one for total factardarctivity calculations. With perfect competititre capital rental and
wage per unit of effective labour equal the valiegmal product of each factor, so the elasticftthe production function
with respect to each factor equals the factor ireshare.

9A more refined practice is to differentiate workam® types based upon observable characteristitis as age and
education. Within each type, however, marginalkeos are treated as identical to average workessgluging the same

problem, as | show when | extend the model furtiedow.



(1) Aesh =Q -OK, -0, L, = A(true)+0,Z = A(true)+&0, 7 .

If average worker efficacy depends inversely or@a®@’s share of the labour
force ¢ < 0), growth accountants will systematically ovéireate productivity
growth in sectors whose labour share is contractingh as goods industries, and
systematically underestimate it in sectors whobedashare is expanding, such as
services.

With the addition of two empirical assumptionssipiossible to derive a simple
expression for the goods and services relativelgugppve. These assumptions,
although not universal characteristics of the moalgproximately characterize the
US and OECD economies (see end of Section Il bel@Wpverage wages per
worker are proportional across sectors; and (2pfancome shares are the same
in the two sectors. Mathematically, these amoont t

rKs rKg

8 W. =w.z. Ow.Z. =W. and = ,
() G GZG S“S S WGLG Wsl—s

SO W —Ws=2s -2, and Kg-Lg =Kg-Lg,
where r is the common rental per unit of capitaithough the marginal worker is
indifferent between working in the two sectors,rage earnings per worker,
W =wZ, depend on the inframarginal distribution of hetEneous efficacy and
need not necessarily equaliZeThus (8) is an empirical assumption, rather #an
theoretical prediction of the model.

Continuing, axQ = AF.(K;,L,z) andL, = L7, we have

(9) éG _QS:AS_AS+®K(KG_KS)+GL(I:G+%G _I:s_%s)

= ’Bb _As"'(ﬁc; _ﬁs)"'@L(%e _%S):AS_AS+(1/<(+@L)(%G_%S)-

For example, when thgare draws from independent fréchet distributiorerage wages by sector always equalize,
but when they are draws from exponential distriimgithey do not (see the on-line appendix),
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From the dual measure of productivity growsh= 0, f +© W — SO

(110) Iss_lse:@L(VAVS_VAVG)"'('BG_As):@L(%G_%s)"'('ab_As)-

Finally, substituting forz, — z, using (9), we derive the Roy supply curve:

@ A-as 20 6ot A -A) el

The first term on the right-hand side of (11) gites slope of the supply curve;

the second term gives the vertical shift associatéida change in relative total
factor productivities. For 0 &> -1, the supply curve is upward sloping, as drawn
in Figure 1 of the introduction. In the speciateavhere = 0 and average worker
productivity does not vary with the sectoral emph@nt share, labour is, for all

intents and purposes, homogenous and the supplg ceduces to:

A A A

12) P.-P,=A,-A, [Baumo|.

With Ps/Pg independent oQs/Qg, this is, of course, Baumol's horizontal relative
supply curve.

Equation (11) highlights the fact that, in the atzseof differences in
productivity growth rates, there is a limit to tlegative price growth that can be
explained by Roy’s model of self selection. Witle fabour share of 2/3 observed
in the US and OECD economies,&goes from 0 to -1 the slope parameter
-0.&/(1-0.&) goes from 0 to 2. Thus, the Roy supply curvelmano steeper than
2, i.e. the historical growth of the relative outpéiservices to goods has to be at
least %% the historical growth of the relative prifcene wants to eliminate Baumol

type effects from the story. As it so happenshis&orical growth rates of relative

UTotally differentiatingPQ, = rk, + w,L,Z: P +Q =0, (F+K,)+O, (W + L, +Z). Substituting for@i
gives the equation in the text.



goods and services outputs and prices in the USren@ECD at large appear to
be about equal (see Section Il), which can be exgiain the absence of any
differences in productivity growth, with&of -.75. This value is comfortably
within the range of long run estimates using defespending as an instrument

reported later in Section II.
B. Comparative and Absolute Advantage and the &ign

In the on-line appendix | prove that sufficient ddgions foré, the elasticity of
average worker efficacy with respect to a sectshare of total employment, to be
less than zero are that (a) the sectoral prodigtivawsz are independent of each
other; and (b) the elasticity of the cumulativetdisition function for each of the
draws, G/d2*(z/G), is decreasing in the productivity of the drawihe latter
characteristic is true of all of the popular disttion functions defined on non-
negative numbers, i.e. the chi-squared, exponehtidtéchet, gamma, lognormal,
pareto, rayleigh, uniform and weibull distributigiiso | relegate a discussion of
its role to the on-line appendix. The assumptibmadependence is more
problematic, so | explore its role here with a dengxample and diagram.
Consider a two sector example where the draw foseis deterministically
related to that of sector j by the equatipn 7", with z drawn from any
distribution function. Workers will select sectaf w; z > w; z or, equivalently,
wi/w; > . Figure 3 illustrates how the characteristicthefresulting
equilibrium vary withy. Panel A considers the case where0, i.e. the

productivity draws are negatively correlated. Tipper quadrant of the diagram

"2while this condition may be true for all of the Weahown distributions, | should note that it isird to think of
distribution functions where it is not. Thus, tfistribution function G(z) = (exp(z)-1)/(exp(1)-dgfined on [0,1] violates
the condition and, in a simple two sector examplegduces regions where the average productivityarkers in a sector is
rising in the sector’s share of total employmeirghould also note that for the uniform distribatidefined on [a,b], for a >
0 the elasticity of the cumulative distributiorsisictly decreasing in z but for a = 0 it is comstand a weaker form of the
theorem appliess(is non-positive).
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FIGURE 3: CORRELATEDDRAWS, 7 = 7

shows that there exists a marginal dzavsuch that all workers with draws greater
thanz" work in sector j and all workers with draws lesarth” work in sector i.

The productivity of workers in sector i is illustea in the lower quadrant, where
the axis, despite its location below the horizotited, should be read as
representing positive numbers. Witk O, the productivity of workers in sector i

is negatively related to trgdraws. z,

; is given by the average of the workers to

the right ofz,-*, while z is given by the average of the workers below §aeith
of) z* = z*". Asw;/w increases, sector j sheds workers with less thaaverage
productivity in that industry, while sector i gaiwsrkers with less than the
average productivity in that sector. Average paihty rises in the sector losing
workers and falls in the sector gaining workers so 0.

Turning to panel B of the figure, we consider tagewhere the draws are
positively correlated, sb > 7 > 0.2* With a positive relationship betwegrand

z, Z; is once again given by the average of the worketise right ofz,-*, but Z,

For the casg > 1, rearrange = z" asz = z', rename i as j and j as i and proceed with panel B



now equals the average of the workaevez, . Asw, Iw; rises, industry | sheds
workers with less than the average productivitihett sector, but industry i gains
workers with more than its average sectoral pradit & is still negative for
sector j, but it is now positive for sector i.

Returning to the trade terminology used in theoidtiction of this paper, if there
is a positive correlation between comparative athganand absolute advantage,
then marginal workers entering or exiting an industill have less than the
average sectoral productivity. If, however, therelation between comparative
and absolute advantage is negative, marginal werkérhave more than the
average productivity. In panel A of Figure 3, werkwho choose to work in
industry i or j (a consequence of comparative athge) are absolutely more
productive in that sector than workers who choos&drk in the other sector, so
comparative advantage is positively correlated atibolute advantage. In panel
B, this is true for sector j, but it is no longare for sector i. In the case of sector
i, workers who choose to work in the industry (#esthz lying north ofz on
the vertical axis) are absolutely less productivéhat sector than those who
choose to work elsewhere (those witlying south ofz” on the vertical axis), so
comparative advantage is negatively correlated aligolute advantage.

Roy argued that if a worker’s productivities infdient sectors are independent
of each other, then the marginal worker enteringxting an industry will be less
efficient than the average worker in that seciine theorem described above and
proven in the on-line appendix shows that, modukechnical density condition,
Roy’s conjecture is true. Figure 3 shows that{pascorrelation between an
individual’s productivity in different sectors unueines the association between
comparative and absolute advantage, producingdetérminate association
between average and marginal productivities. hstracting total factor
productivity growth estimates, as discussed shbetlpw, the growth accountant

typically adjusts for observables such as age dndation that create positive



correlations in individual productivity across irgliies and tasks. These
adjustments are, however, by no means exhaustd/é esmains an empirical
guestion whether or not comparative advantagesgipely or negatively
correlated with absolute advantage. The empirgsllts of the next section,
interpreted in the light of the Roy model, proveteme evidence in favour of the
view that the elasticity of average worker efficaayh respect to a sector’s
employment share is negative, i.e. that by ancelamgnparative and absolute

advantage are indeed positively correlated.
C. Practical Extensions

A modest amount of notational and algebraic complerust be added to the
model to bring it to the data. To this end, imagihat there are N sectors with
gross output in each sector i a function of J tygfdabour input and M types of

other inputs:

13 Q =AF Iz}(u), jzf(u), jzf(u), MY MZ, o MM

udSef uOSef uOSep

where | now use superscripts to denote the typepoft and subscripts the
industry. The switch from value added to grospouteflects the fact that my
data sources, the BLS and Groningen KLEMS, medsta&factor productivity
growth at the sectoral level, using the gross dutpacept, so the list of M
additional inputs moves beyond capital and includesmediate inputs such as
materials, services and energy. Good estimatestalffactor productivity growth
typically adjust for "labour quality” by decompogitabour into mutually

exclusive categories based upon observable detantsiof human capital such as
sex, age and education. This decomposition ngtmoiduces more accurate

measures of total factor productivity growth, g@implicitly controls for factors



that produce a positive correlation in individuebguctivity across tasks, as noted
above.

While the Groningen KLEMS adjust for labour qualitye BLS KLEMS
measures do not adjust for labour quality, using total labour hours as the
measure of labour input. Using Current PopulaBarnvey data, | have
constructed measures of labour input for each@bh KLEMS sectors cross-
classified by sex, age (6 categories) and educéiaategories). | follow a
methodology very similar to that used by the BL®iaducing its measures of
labour quality for the aggregate economy, usingdR& data to determine the
distribution of workers by characteristic, but blemarking the sectoral totals of
hours and workers using the BLS Current Employnstatistics data. Details are
provided in the on-line appendix. | use thesenesies to adjust the BLS TFP
growth measures for the changing composition ofatbekforce and to calculate
the changing shares of workers by characterissiin §15) below. The main
results, however, can just as easily be found thighunadjusted BLS data, as
reported in footnotes later.

To extend the model to this environment, let eaohker of type j be endowed
with a set of N industry productivitieg, ,z} ,...,z),) drawn from some joint
distribution function and lew’ denote the wage per unit of effective labour oktyp
jinindustryi. A worker chooses to work in seactd w'z’'(u) >w/z/(u) O k#i.

Total factor productivity growth in each sectogisen by
14 A(true):éi _ZOII_I(EII +%ij)_z@mimim’
i m

where Lij is the number of workers of type j employed in sectz' is their

m

average efficacy, and tr@{i and O, represent the gross output factor income

shares of workers of type j and other inputs oétgpin sector i, respectively.



Conventional measures of total factor productigitgwth, by ignoring changes in

the average efficacy of workers, have a bias eual
15  Alesh=Q-Y ol -Y enM"=A(true)+Y 0}z
i m i
= A(true)+ &Y O A
i

Growth accounting calculations intrinsically assutmet all workers of a given
type are the same. Unless the list of observabhav characteristics completely
exhausts the determinants of individual produgtj\tite productivity of the
marginal worker entering or exiting an industrylwiénerally be different than
that of the sectoral average for that type of workéthe elasticity of average
worker efficacy with respect to the employment shiamegativeq< 0).**
conventional growth accounting will under or ovatstproductivity growth in
sectors with expanding or contracting employmeates$, respectively.

Finally, I note that the gross output TFP measafesultiple sub-sectors can be

combined to form goods and services value addeckggtes using the formula:

. VA .
L6) A=Y YA GO 3 whereGDP, = VA,
i) GDPy VA 5T9)

and where j = goods or services a(ilis the set of sub-sectors inj. TFP
measures calculated using the gross output appexpcd TFP measures
calculated using the value added approach timesatlweof the value of gross
output to value adde@ O /VA), so (16) converts sub-sectoral gross output TFP
measures to value added TFP measures and aggregséesoral totals by
weighting by shares of sectoral value added. lthisemeasure to summarize

goods and services productivity growth further belo

14(15) assumes thétis the same for all sectors and types at all tin¥ss is precisely true for some distribution
functions (e.g. independent draws from fréchetibiistions with the same dispersion parameter).e@tise, one must take
& as an average of the differing elasticities.



[I. Industry Evidence on the Elasticity of Worker Efficacy
with Respect to Employment Shares

A. Empirical Specification

| use the following two stage least squares (23geyification to explore the
bias in sectoral measures of total factor produgtyrowth brought about by
changing labour allocations:
(17) Yict = aic + 5ct + y|cU ct + {Xict + gict
xict = aii( + 5(:)’[( + J/iZ(Uct +:Bic th +,7ict E(gict”ict) 7 O!
where\?ict

theojc are industry x country dummies capturing mean petdity growth by

is total factor productivity growth in industryf country c in period t,

sector and thé are country x year dummies capturing economy-wide
fluctuations in average productivity growth. The&sa well known association
between the business cycle and measured prodyaatth, driven perhaps by
mismeasurement due to changes in capacity uttizatnd the role real
technology shocks play in producing the businestecyWhile the country x year
dummies account for mean economy-wide changesnttigange in the national
unemployment ratdflct, entered separately by industry x counftyi§é an industry
x country effect), corrects for the cyclical vaiiet in relative industry
productivity growth that might otherwise appeacaselation with other

variables. Finally,)z equals the labour-income-share-weighted sum of the

ict

change in national employment shares by worker, tgpeshown in the right-hand

side of (15) earlier. The coefficieftby the theory described earlier above, is the



elasticity of worker efficacy with respect to emyateent shares, the principal
object of interest in the regressibh.

The OLS relation between productivity and employtrsdrares potentially has
both exogenous and endogenous components. Omé¢hgand, movements in
relative industry demand, due to the growth of aggte income and non-
homothetic preferences, will lead to exogenous ghamn relative employment
shares. On the other hand, the response of reldémnand to relative price
movements brought about by productivity growth riead to an endogenous
response of employment shares to productivity gnowiithere are special cases
where these effects disappear, such as with hotnotitéity and unitary income
elasticities of demand (no exogenous variatioretztive demand) or with Hicks-
Neutral technical change and unitary price elastgiof demand (no endogenous
variation of factor allocations with sectoral pratiuity growth), but it seems
reasonable to allow for the existence of both sndhtal® As shown in the second
line of (17), to correct for potential endogendityn a first stage regression in
which the labour-income-share-weighted changesdtosal employment shares
are regressed on the exogenous variables of hlefaator productivity equation

plus an excluded instrument. The relation of theeled instrument witlX, is

This specification estimates a singlebut should be compatible with a world in whiglvaries by industry and we are
estimating an average effect, as the panels aaated (having the same number of observationsafdt emdustry) and
there are industry dummies, &@s being estimated by the equally weighted vamafexclusive of the business cycle)
within industries in rates of employment share gjesn | should note that estimatighdustry by industry is not sensible,
as the resulting sample sizes are tiny (e.g. 2@emfations per industry in the US), while 2SLSe®bn asymptotics.

Ngai-Pissarides (2007) provide an analysis of tsavith homothetic utility, Hicks-Neutral techrichange and
inelastic demand, where all of the relation betwledour allocations and productivity is endogenodsmothetic utility,
however, provides a poor characterization of demasd implies that relative quantities fall withlative prices whereas,
as discussed below, the overwhelming trend in tBED is for relative quantity to rise with relatipeice (reflecting non-
unitary income elasticities). Hicks-Neutral teatalichange misses interesting interactions betiastar biased technical
change and the elasticity of substitution. Fomepie, Bustos, Caprettini & Ponticelli (2013) shdwat despite an infinite
elasticity of demand (free trade), labour augmentithnical change in the presence of a low elgst€ factor

substitution can actually lead to a reduction ict@el employment.



allowed to vary across industries and countrfesvéries by industry x country).
Variation by industry is necessary, as for an umsnt to influence employment
shares it must raise employment in some indusatitise expense of others, and
variation by countries allows for differences i tomposition of otherwise
nominally “identical” sectoral aggregates. Becatlgeinstrument is interacted by
industry x country, i.e. appears multiple timesha regression, it is possible to
perform a valid overidentification test of the axgibn restriction, even though
only “one” instrument appears in the regression.

| draw on two datasets which provide comprehensigasures of private sector
total factor productivity broken down by sect&fct(above). First, | use data on
total factor productivity growth by sector draworir the Bureau of Labor
Statistics’ KLEMS (capital, labour, energy, mat&riand business services)
database, which provides estimates of US privat®sproductivity growth
disaggregated into 60 comprehensive industries ®&7 to 2016® As noted
earlier, these data do not adjust for the changamgposition of the labour force,
so | use Current Population Survey data to devieldpstry level measures of the
distribution of workers by sex x age x educatiod ase these to adjust the total
factor productivity growth and calculate a composially adjusted measure of

changing labour shares, as described in the orafipendix® Second, | use the

Lest the reader think there is an error here, finarthe distribution of the overidentification tassing simulated data
that satisfy the exclusion restriction, as discd$aether below.

BCalculating industry level TFP estimates for theteth States is a non-trivial task. Whereas moshtries report
capital formation by industry of use, the US repdinese by industry of ownership. Marrying thea&do the output data
and ensuring that the proper value added reallmtsifire being made in the national accounts, whileltaneously
dealing with historical changes in sectoral deffimi, requires a great deal of inside informatidhe BLS, with its official
status and resources, is well positioned to havesacto the requisite data and knowledge. Giveof #ie difficulties
involved, however, it is not surprising that the®lwhile producing aggregate private sector numbeirsy back to the
early post-war era, has only been able to extemddmprehensive sectoral breakdown back to 1987.

The adjusted and unadjusted industry measuresabffémtor productivity growth are available on mgbsite. My
calculations indicate that adjustments for the giemsex x age x education composition of the latforce lower



EU KLEMS database, developed by the University afrithgen with a
consortium of diverse partners, which divides pevsector productivity growth in
a variety of advanced economies into 29 comprekierssictor$® After removing
transition economies, where productivity growth #exctor allocations are likely
to be driven by considerations outside this pajersample consists of 18
countries, namely: Australia, Austria, Belgiumn@da, Denmark, Finland,
France, Ireland, Italy, Japan, Korea, LuxembourmgthNrlands, Portugal, Spain,
Sweden, the United Kingdom, and the United Staldse productivity estimates
run from 1970 to 2005, with the available yearsyway by country. | shall refer to
these data as the OECD or OECD 18 sample, notaittstg their development
in the European Union. Measures of annual unempéoy for the US and the
OECD countries are drawn from the Federal ReservieoBis FRED database.
Turning to potential instruments, | consider simmieasures of my own
alongside the more sophisticated constructionghedre. Using FRED, Stockholm
International Peace Research Institute (SIPRI)\W&odd Bank data, the
instruments | prepare are: (1) the In change imtgulefense expenditures over
GDP; (2) the average In change in metal pricesy{glum, copper, iron ore, lead,
nickel, platinum, tin and zinc); and (3) the averdg change in oil prices (Dubai
and West Texas Intermediate). Changes in defeqmanditures, driven by events

such as the collapse of the Soviet Union and @3Hfel arguably exogenous to

economy-wide private sector total factor produtyigrowth between 1987 and 2010 from an averade2® percent per
annum to 0.97 percent per annum.

There are actually 31 private sectors, but twoigqie households with employed persons” and “etergtorial
organizations”) are relatively minor and do notegupin all instances. Employment shares are alwalgsilated relative to
national totals (including the public sector). hdtigh the EU KLEMS TFP calculations adjust for ¢benposition of the
workforce, the data provided only allow for theatdhtion of the distribution of total workers bycgar (not workers by
type), so | use the labour income share timestieage in the total employment share asthariable, as in eqn (7) above.
(7) and (15) are identical if the distribution obrkers by type is proportional to the industry ghaifrtotal employment, i.e.
L =L)(Li/L). For the US KLEMS, I find that substituting tbleanging shares of total employment for the changiares
of employment by worker type yields virtually ideat results, as reported in a footnote below.



sectoral productivity growth. There is less reaofeel confident in the
exogeneity of metals and oil prices. Productieityange in key producing or using
industries in the US and the OECD countries, whiehlarge actors in the global
markets for these materials, might produce endageresponses in prices. While
US defense spending and materials and oil pricea\ailable for all years of my
TFP data, because of changes in concepts and gevéna SIPRI data on OECD
country military expenditures only extend back @88

| expand the list of potential instruments by addatl 15 of the non-technology
shock instruments considered by Stock and Watde12)2in their dynamic factor
model analysis of the US economy. Covering oitgsi monetary policy,
uncertainty, liquidity and fiscal policy, these Afe(1) Hamilton’s (2003) measure
of the increase of the oil price PPI relative te thax of the previous 3 years,
available for 1962-2010; (2) Kilian’s (2008) measoif the OPEC production
shortfall from wars and civil strife, available f88971-2004; (3) the residuals of
Ramey & Vine’s (2010) measure of full gasoline pacegressed on lagged
macroeconomic variables, based on their updatezhdpheet (available 1959-
2011); (4) Romer and Romer’s (2004) residual of Feshetary intentions
regressed on internal Fed forecasts (1969-19968rtets and Wouters’ (2007),
updated by King and Watson (2012), measure oftibeksto the monetary policy
reaction function in a dynamic stochastic genegailérium model (1959-2004);
(6) Sims and Zha's (2006) monetary policy shockvestied in a structural VAR

2The SIPRI website notes that SIPRI has not beantallonstruct a consistent series extending limekier dates,
and the SIPRI data has now become the standardgdieged in other on-line sources (such as the V\Rafhik) to the
exclusion of any other information. | tried to struct an alternative series of my own using histdpaper issues of The
Military Balance, but ultimately concluded that &I concerns about coverage and data quality amrect.

?2In most cases | use the data provided on-line bgkind Watson and follow their procedures (e.g()&
regressions on lagged macro variables, etc) taearishe instruments. The dataset, however, aomtamajor
misreporting of the Ramey-Vine figures (formulathea than values were copied into the Stock & Watgmeadsheet), so
| use the updated data from Valerie Ramey’s website



(1960-2002); (7) Gurkaynak, Sack and Swanson’sgp6tasure of surprise
changes in the federal funds rate (1990-2004)nf&)vations in an AR(2) of the
VIX, as suggested by Bloom (2009) (1962-2011);i@pvations in an AR(2) of
Baker, Bloom and Davis’s (2012) policy uncertaimglex calculated from media
references to economic policy (1985-2011); (10pirations in an AR(2) of the
TED spread, as provided by Stock & Watson (19711200L1) innovations in an
AR(2) of Gilchrist-ZakrajSek’s (2012) bond premif®73-2010); (12) Bassett et
al’'s (2011) measure of unpredictable changes ik-srel lending standards
(1992-2010); (13) Ramey’s (2011) measure of newshahges in the net present
value of military spending divided by nominal GDI®$9-2010); (14) Fisher and
Peters’ (2010) measure of excess returns on stdakditary contractors (1959-
2008); and (15) Romer and Romer’s (2010) measutaxathanges relative to
GDP (1959-2007). | average quarterly or monthlycsis to annual levels.

With the exception of Kilian’s oil production shfafl, the Stock & Watson
instruments listed above are US-centered and rpybppate for an OECD
analysis. However, as shown in the pages belong nbthese instruments
performs at all well in the analysis of the US KLEMHence, undertaking the
monumental task of developing similar instrumermtisndry by country is not
likely to be profitable. In fact, the only instremt that consistently satisfies the
first stage requirement of significance and the@sdcstage exclusion restriction is
defense spending. Thus, my main point in usinglS&Watson’s extensive list
is to highlight the difficulty of finding alternate instruments for sectoral labour

allocations.
B. Results

| begin by evaluating the suitability of the varsomstruments to the problem at
hand. In Table 1 below | run thé& dtage regression of the specification of

equation (17) using one instrument at a time, téppthe p-value of the F test



TABLE 1: 1°" STAGE P-VALUE IN REGRESSION ORNVEIGHTED EMPLOYMENT SHARE CHANGES ONINSTRUMENTS
(INSTRUMENTS EVALUATED ONE AT A TIME USING SPECIFICAION OF EQN17)

United States OECD 18
60 sectors, 1987-2010 29 sectors, 1970-2005
F p-value N F p-value N
(a) A In Country Defense Expenditures/GDP 0.000 1380 0.192 8049
(b) A In Metals Prices 0.000 1380 0.374 12109
(c) A In Oil Prices 0.833 1380 0.367 12109
(d) Oil Price Increase Over Prior Maximum (Hamil®®03 ) 0.005 1380
(e) OPEC Qil Production Shortfall (Kilian 2008) 0.253 1020 0.762 11617
(f) Residual of US Gasoline Prices (Ramey & Vind@0 0.965 1380
(9) Monetary Policy Shock (Romer & Romer 2004) 0.866 540
(h) Monetary Policy Reaction Shock (Smets & Wou487) 0.084 1020
(i) Monetary Policy Shock (Sims & Zha 2006) 0.884 900
(j) Fed. Funds Surprises (Gurkaynak et al 2005) 0.000 900
(k) VIX Innovation (Bloom 2009) 0.863 1380
() Policy Uncertainty Index Innovation (Baker ¢2812) 0.092 1380
(m) TED Spread Innovation (Stock & Watson 2012) 1.000 1380
(n) Bond Premium Innovation (Gilchrist & KayrajS2R12) 1.000 1380
(o) Bank Lending Shocks (Basett et al 2011) 0.992 1140
(p) NPV Defense Spending News/GDP (Ramey 2011) 0.104 1380
(q) Excess Returns on Defense Stocks (Fisher &$2610) 0.432 1260
(r) Tax Changes/GDP (Romer & Romer 2010) 0.108 1200

Notes: F p-value = F-test p-value on the ingustountry coefficients associated with the instent. N =
observations, sample changes with the availalwfitje instrument. Instruments (d) — (r) calcuatising data from Stock
and Watson 2012; instruments (a)-(c) based uporDFBEPRI and World Bank data, as described inele tEach
regression follows the*istage specification given in (17), with industrgountry and country x year fixed effects and the
national unemployment rate change and instrumenésedl separately for each industry x country. dégendent variable
is the labour-share-weighted change in the shaeenpfoyment by worker type (for the US) or totaluistry workers
(OECD 18, see footnote 20 above). Each row repteseseparate analysis with the indicated instntmiene.

on the instrumeAt and the total number of observations. In the chsee
OECD, | only use my instruments and Kilian’s oibduction shortfall, which can
be considered part of global trends. There arentwtable aspects of Table 1.
First, virtually all of the factors considered bip& and Watson (instruments d
through r) are not meaningful determinants of latalocations. Only the oll
price max measure and Federal Funds surpriseggarBcaint at the 5 percent

level, and these results are suspect as other nesasiuoil prices and monetary

ZAlthough in each case there is only one instruniengoefficient is allowed to vary by industry auntry, hence an F-
test rather than a t-statistic.



policy are quite insignificant. Second, in the AE€ample none of the
instruments are even close to being significant.

Table 1's results are perhaps not terribly sunpgsiTo generate a significant
reallocation of labour across sectors an instrummergt not merely shift
macroeconomic supply and demand, it must subsligraiger relative industry
supply or demand away from the norm. Many shodkiekvhave strong
aggregate macroeconomic consequences and sergedsgtruments for the
analysis of macro aggregates might not have safftbr strong relative effects for
the objective of this paper. In this regard ihageworthy that Ramey’s (2011)
measure of news of changes in the NPV of militasnsling is insignificant.
Ramey argues that, in explaining changes in maoraeuic aggregates in the
United States, her news variable dominates actfahde spending changes. The
macroeconomic influence of Ramey’s news varialbeydver, most likely
represents the response of private economic aictdine foreseen aggregate
consequences (e.g. on demand and tax burdengtapgénding. Continuity of
private demand suggests that these are unlikdigve large effects on the
distribution of economic activity, even if they et levels. In contrast, actual
defense spending shifts the pattern of demand &waythe private norm,
resulting in more significant changes in sectorapyment shares. Thus,
Ramey'’s finding for macroeconomic aggregates ne¢@xtend to my analysis of
labour allocations. When entered jointly with adtdefense spending changes in
the F' stage regression for the US, | find the p—valu¢henF-test of Ramey’s
news variable to be 0.313, while that on actua¢ded spending changes remains
0.000. The insignificance of defense spendingpén@ECD regressions stems
from the fact that for 3358 of the 8049 observaidefense spending changes are
zero. Defense spending as a share of GDP is esfiyestable in most OECD
countries and, with low values and one decimalipi@t in the SIPRI data, the

sudden changes that do occur are mostly likelecéfle of rounding error (e.g.



moving from 0.9 percent of GDP previously to 1.@ceat ever after in one year in
Japan).

Table 2 presents'?stage results using each of the four instrumehistware
significant at the 5 percent level in th&stage regressions for the United States in
Table 1 (EU KLEMS results are presented later)id&$rom the estimate @f the
elasticity of worker efficacy with respect to trectoral employment share, | also
report the p-value of the'stage F-test (which will vary across specificasipand
the 2% stagey® overidentification test! In the top panel, which follows the
baseline specification of equation (17), threeheffour instrumental variables
estimates of are substantially negative, although the onlyisttasally significant
estimate is that found using defense expenditubegense spending, however, is
the only instrument which does not strongly reflet 2" stage exclusion
restriction. | confirm the likely endogeneity biet oil price instrument by
correlating its 1 stage industry coefficients with the average epshare of gross
output in those industries. If this instrumentresggents exogenous shifts in prices,
then its effect should be substantially negativagrelated with the energy

24As noted earlier, an overidentification test isgibke with one instrument because, since it isredtseparately for
each industry, there are technically actually u@do the number of industries) instruments. Theridentification test is
whether these instruments have any predictive vialtiee regression beyond their association witingfes in employment
shares. As the reader might worry that this isedwow econometrically wrong, | have used Monte Csirtaulations to
confirm the accuracy of the test statistic. Ugimg covariance of the residuals from the first aedond stage regressions of
the baseline specification with defense expenditurproduce 500,000 simulated draws of the datkeutihe assumption
that (modulo their influence on employment shadednse expenditures are exogenous in the secagel rgtgression.
The resulting test statistic is nearly exact,the.nominal rejection values are very close tceitteial rejection probabilities
(see the next paragraph).

I should also note that Basmann (1960) argueghiattandard (Sargan 1958)overidentification test is too
conservative (i.e. rejects the null too frequenithyfinite samples and proposes a small samplestadpnt to the test
statistic. | have confirmed his argument, for rage, using the Monte Carlo simulations describedet find Sargan’g?
test to be grossly conservative (rejecting, as @kasn15.5 percent of the time at the 5 percer lend 4.6 percent of the
time at the 1 percent level), while Basmann’s ssmthple correction is only slightly conservativejécting 5.8 percent of
the time at the 5 percent level and 1.3 percetti®fime at the 1 percent level). Consequenthpufhout this paper | use

Basmann’s statistic as the overidentification test.



TABLE 2: ANNUAL TFPGROWTH ONCHANGES INEMPLOYMENT SHARES (UNITED STATES: 60 SECTORS X1987-2010)

2SLS by type of instrument

Oil Price
Maximum

oLS Fed Funds

Surprises

A Metals
Prices

A Defense
Spending

Panel A. Baseline specification (equation 17)

£(s.e.) -0.218 (0.108) -0.922 (0.266) -0.546 (0)318  0.372 (0.384) -0.468 (0.318)
F &y p-v. 0.000 & 0.148 0.000 & 0.004 0.005 &0.000  .0GD & 0.000
N/K/L 1380 1380/199/59 1380/199/59 1380/199/59 200/59

Panel B. Dropping unemployment controls by indu@itysiness cycle adjustment)
E(s.e.) -0.167 (0.100) -0.359 (0.226) -0.245 (0)452

F&y p-v. 0.000 & 0.031 0.440 & 0.000

0.359 (0.396)
0.033 & 0.000

-0.742 (0.412)
.37 & 0.002

Panel C. Substituting In changes in capacity atiien for unemployment controls

£(s.e) -0.240 (0.100) -0.689 (0.222) -0.465 (0)346
F&y p-v. 0.000 & 0.009 0.003 & 0.478

0.363 (0.375)
0.029 & 0.000

-0.654 (0.343)
.01 & 0.950

Panel D. Adding In changes in capacity utilizatiounemployment controls
&(s.e) -0.207 (0.109) -0.771 (0.254) -0.457 (0)332

F &y p-v. 0.000 & 0.260 0.000 & 0.427

0.372 (0.364)
0.003 & 0.000

-0.596 (0.319)
.00D & 0.663

Panel E. Dropping country x year dummies (commanpanent of TFP growth)
E(s.e.) -0.257 (0.107) -1.03 (0.263) -0.738 (0.318)

0.372 (0.390)
0.007 & 0.000

-0.541 (0.317)
.0GD & 0.000

F&y* p-v. 0.000 & 0.146 0.000 & 0.001

Panel F. Dropping one industry at a time

Max & (s.e.) -0.119 (0.107) -0.812 (0.264) -0.300 (0)325  0.636 (0.441) -0.045 (0.315)
Min & (s.e.) -0.328 (0.113) -1.13 (0.312) -0.915 (0.318) -0.007 (0.386) -0.872 (0.363)
Max F p-v. 0.000 0.015 0.048 0.003
Min F p-v. 0.000 0.000 0.001 0.000
Max @ p-v. 0.582 0.067 0.004 0.000
Min 2 p-v. 0.075 0.001 0.000 0.000

Panel G. Adding 4 lags of employment share changes
SE(s.e) -0.685 (0.209) -0.750 (0.283)

F &2 p-v. 0.000 & 0.068

-0.233 (0.348)
0.083 & 0.009

-0.621 (0.359)
0QD & 0.000

-0.547 (0)338
0.048 & 0.002

Notes: & (s.e) = coefficient (standard error) on laboussghweighted changes of employment shares by weyger F &y p-
v. = p-value on % stage significance and“stage overidentification tests. N/K/L = numbeibervations/number of
regressors in®istage/excluded instruments if &tage. Because of the joint year and industryrdies, one of the industry
coefficients for each of the variables enterednastry (i.e. unemployment and capacity changesresticuiments) is co-linear
with other variables and is dropped in all speaifiins other than those without year dummies. Tthese are only 59
excluded instruments in the baseline specificatgr. = sum of the coefficients on current & four lagsveighted
employment share changes.

intensity of production, i.e. industries which anere energy intensive should see
their relative employment share fall with exogenmeseases in oil prices, as their
supply curves shift up. In practice, | find a ebation coefficient of 0.232. While



not significant (p-value = 0.077), the correlatisrof the wrong sign. This might
occur if some of the increases in the price ofepiresent an endogenous positive
response to rising energy demand in using indwstriie sum, of 18 potential
instruments, only 1 (defense expenditures) sasisfie dual requirements of 1
stage significance and“stage exogeneity, and that instrument produces a
strongly negative (-0.922) estimate&of

The lower panels of Table 2 examine the sensitvitthe results to the
specification. In panel B | remove the unemploytrate entered by industry.
This has a very large impact on the estimates, afiaailly reducing the estimate
of & for both defense expenditures and metal pricesincait for Federal Funds
surprises, and rendering both metals prices ands&igulises completely
insignificant in the T stage regression. In panel C | substitute theiz
Reserve's estimate of aggregate mining, manufagtamd utilities capacity
utilization for the unemployment rate, interactingy industry as was done for
unemployment. As shown, this moveback to the estimates of panel A,
although the value using defense expendituresg9).8 less extreme than in the
baseline specification (-0.922). The Fed’s measticapacity utilization,
however, does not exhaust the association of ingdpsbductivity and labour
allocations with the business cycle. Adding theasuee of aggregate capacity
utilization to the baseline specification with urdoyment and defense spending,
| find that the industry coefficients on the uneoyphent rate in both theland
2" stage regressions remain highly significant (Fajses of 0.000 & 0.003,
respectively), suggesting that the business cy@eacteristics of relative industry
productivity and employment may go beyond capadifization and
mismeasurement to something real. The estimaidrom defense spending in
this specification is -0.771 (panel D). In gengcaintrolling for the association
between the business cycle and relative laboucatilons and productivity seems



appropriaté® and this matters in the regression because thelation between
defense spending changes and changes in the ungngibrate in this time
period is quite strong (0.649 with a p-value ofdl.pD Nevertheless, the reader
looking to see whether the defense spending resattde rendered insignificant
need look no further than panel B. Panel E of @@&bhows that removing the
year dummies, but retaining the unemployment césytgenerally increases the
magnitude of, with the negative estimate using metals pricas appearing
significant.

Panel F of Table 2 explores whether identificaton significance come from
one particular industry by rerunning the baselpectication 60 times, removing
one industry each time, and reporting the maximuimsmum range of the
estimates of and the F & p-values. As shown, the estimates bfaised upon
the non-defense instruments vary enormously, ltahge for defense
expenditures is much more limited. Also of notéhis stability of the $and 3¢
stage tests for defense expenditures. Regardiegsiach industry is removed,
defense spending is always found to be highly igmit in the ' stage
regression and exogenous in th&s2age overidentification test. In fact, removing
all possible combinations of two and even threeigtides, the % stage p-value on
defense spending never rises above 2.3xi® p-value on its" stage
overidentification test never falls below .011, dahe coefficient never becomes
less negative than -0.590 (0.274). Thus, the [@roas between defense
expenditures, employment and productivity thabkdind the significant
coefficients reported in the top panel of TableoXay beyond one, two or even
three key industries.

Figure 4 provides further insight into the vagatidentifying the

%To see this, the reader might introspect and cengiibir reaction if | had informed them that tistireate oft was
substantially negative, but only when measureh@business cycle aexcludedrom the regression.
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FIGURE4: FIRST STAGE REGRESSION ONDEFENSEEXPENDITURES

coefficients associated with defense expenditweperted in Table 2. For the
horizontal axis, | project annual KLEMS industrytput growth on industry
dummies, time dummies, changes in the national pteament rate (entered by
industry), and changes in defense expenditures@ét (entered separately by
industry). The coefficients reported in the figare the industry-defense
expenditures relationshiB8. For the vertical axis, | run the same specifaratnd
report the same type of coefficients, but this tusang labour-share-weighted
changes in employment shares by type as the depevalgable. Thus, the figure
compares the defense expenditure coefficientdofitst stage regression of the

results reported above with the same first stageession run with output growth

25Given the year and industry dummies in the regnesshe defense spending coefficients are notiiitfor one
industry (the base), which | take as Food & Bever&d obacco Products. Thus, the coefficients riggubin the figure are
changes relative to that industry.



as the dependent variable. What the figure shewsait the two sets of

coefficients are highly correlate@=0.592, p-value = 0.000), even when the four
outliers with employment change coefficients gredtan 0.2 in absolute value are
removed =0.357, p-value = 0.007). Thus, the first stage regressions underlying
the results reported above appear to be basedagmething real. Changes in
defense expenditures change the demand for thetoftphdustries, inducing
changes in their employment shares.

The estimates using annual data in Table 2 mighpravide an accurate
representation of long run effects. On the onalhanms possible that short run
coefficients overstate the negative influence efémployment share on sectoral
productivity as workers entering a sector are ikelbe less productive initially
than they will be in the long run, once they acguector specific human capital.
On the other hand, it is possible that short rueffedents actually understate the
negative effect of the employment share on secpoaluctivity. Worker
reallocations come about through changes in equifiboutput, either due to a
shift of supply or demand. A sudden increase pwaiwill lead to an influx of
workers and, typically, a transitory rise in capgacitilization, producing a
transitory overstatement of productivify. Thus, this mismeasurement of

productivity will be positively correlated with treovement of workers into a

2’Not shown in the figure, however, is that the agerastatistic of the coefficients on the horizdmtés is 0.63 and the
average t-statistic of the coefficients on theigattaxis is 0.92. Thus, while defense expend#tane overall very
significantly correlated with industry output grdwand employment share changes (F-tests), theatetimelationship,
industry by industry, is quite imprecise.

%This applies even for instruments that shift theptyicurve, provided they satisfy the exclusiortnietion, i.e. are not
directly correlated with total factor productividyowth. If something shifts the supply curve domithout changing
fundamental productive capacity, it will lead toepansion of output which, along with the ris¢ha employment share,
should produce a transitory increase in capaciliyation.



sector, understating the negative influence thigmtise has on measured
productivity?°

Panel G in Table 2 addresses the issue of longffents by adding four lagged
values of the labour-share-weighted change in eynpdmt shares as pre-
determined exogenous right-hand side variablelsgdaseline specification, with
current employment reallocations instrumented wWithinstrument specified in
each column. The cumulative effect on long runsnead productivity is given
by the sum of the current and lagged coefficientsch is presented in the table.
Comparing these with the baseline results at thetahe table, one sees tlias
now somewhat smaller in magnitude in the defenpemditures analysis (-0.750
vs. -0.922 earlier), while the oil price maximurhieh earlier reported an
insignificant positive coefficient, is no longet tage significant and now
produces a negative point estimaté&.ofThe metals prices coefficient is
unchanged, while that for Fed surprises is moretineg

Table 2 also reports OLS results, running eachigatoon without
instruments. Although the baseline OLS relatiotmieen employment share
changes and productivity (-0.218) is small, theglaom cumulative association, as
evidenced by panel G's regression with lags of @agtioyment changes, is much
more negative (-0.685). It is difficult to expldmow past employment changes
relate negatively to current productivity growththin a framework where
employment shares reflect the endogenous respdssrand to shifts of the
supply curve brought about by productivity chang@ée result is easier to
comprehend, however, if one moves to a frameworére/ichanges in

employment shares reflect exogenous shifts of é#meashd curve brought about by

2As there are now a variety of mismeasurementspulsiclarify. The object of interest in this pajethe
mismeasurement of productivity due to the failerad¢count for the changing efficacy of workers ag@tor’s employment
share expands. The transitory mismeasuremertbdzapacity utilization, however, works in the opjpe direction and
may temporarily conceal the effect I'm studying.



non-unitary income elasticities of demand and oiexcks to relative demand.
When demand shifts out in an industry, it producésnsitory rise in capacity
utilization and a spurious rise in productivity,mmizing the negative effect of
employment shifts on measured productivity. Owaet however, capacity
adjusts and the full impact is revealed. Evidendavour of this argument can be
found by regressing total factor productivity gravan industry output growth,
with industry, year and unemployment x industrytoois as in the baseline
specification. With only current output growththe regression, the OLS
coefficient (s.e.) for my 60 industry sample is1®Z0.025). With four lags of
past output in the regression, the cumulative CaSfient is 0.076 (0.058).
Thus, past output increases, like past employnmeneases, lead to lower current
productivity growth, which is consistent with thiliaation story outlined above.
Table 3 supports the preceding argument using ¢éderal Reserve Board’s
industry level measures of capacity utilizationfjirted as current output over
maximum sustainable outptflt. These measures are only available for the 22
mining, manufacturing and utilities industries lire t60 sector KLEMS
disaggregation of private sector activity. In ttable | run regressions with either
the change in capacity utilization or total fagbooductivity growth as the “Y”
variables, and either the growth of output or tisolur-income-share-weighted
change in the share of economywide employment jby, tthe right-hand side
variable of interest in the regressions reportem/apas the “X” variable. Each
regression includes a complete set of industrytiemel dummies and the change in

the unemployment rate entered separately by ingluesdrin the baseline

*These measures are based upon the Survey of Ripatiy and are defined as “the greatest levelitfui the plant
can maintain within the framework of a realisticrwschedule after factoring in normal downtime asduming sufficient
availability of inputs to operate the capital im@d” (Gilbert, Morin & Raddock 2000, p. 194). Thevey measures are
then regressed on a time trend, In capital and daswhich correct for outliers. This suggests thatreported series is
basically a smoothed version of the original dallawing outliers that the Fed believes represesatchanges.



TABLE 3: RESPONSE OFCAPACITY UTILIZATION AND PRODUCTIVITY
TO OUTPUT AND EMPLOYMENT SHARE CHANGES (22 INDUSTRIES 1987-2010)

X variable A Output A Employment Share
Y variable A CapU ATFP ACapU ATFP
Panel A. OLS, current value of X
Coef (s.e.) 0.548 (0.028) 0.186 (0.036) 1.70 (0.204 0.137 (0.215)
Panel B. OLS, adding four lagged values of X
Y Coef (s.e.) 0.035 (0.050) -0.096 (0.084) -0.36848) -1.11 (0.420)
Panel C. 2SLS, current value of X instrumented witthefense expenditures
Coef (s.e.) 0.070 (0.086) -0.192 (0.097) -0.03a80) -1.57 (0.509)
F &y p-v. 0.000 & 0.891 0.000 & 0.103 0.000 & 0.929 0am & 0.236
N/K/L 506/85/21 506/85/21 506/85/21 506/85/21
Panel D. 2SLS, adding four pre-determined laggéaiegaof X
Y Coef (s.e.) -0.041 (0.060) -0.248 (0.100) -0.23399) -1.78 (0.509)
F &y p-v. 0.000 & 0.568 0.000 & 0.087 0.005 & 0.771 005k & 0.343
N/K/L 418/85/21 418/85/21 418/85/21 418/85/21

Notes: A Cap U = In change in Federal Reserve Board’s measundustry capacity utilizatiomy TFP = In change in
TFP index, adjusted for labour quality (dependemtable in Tables 1 and 2); Coef (s.e) = coeffitistandard error) on
the current X variable] Coef = sum of the coefficients on current & foags of the X variable. F & p-v. and N/K/L as
in Table 2.

specification of equation (17). Aside from resuligh the current value of “X”
alone, | also report the cumulative sum of the feciehts in a specification with
the current value and four predetermined lags of “X

| begin by taking both X variables as exogenousnmg OLS specifications in
panels A and B of the table. In the first two ¢ohs we see that an increase in
current output raises both capacity utilization amehsured total factor
productivity growth, but that the cumulative lonmreffect, once lags are allowed,
is insignificantly different from zero in both caseln the third column of the
table, we see that a 1 percent increase in a &k&bour-income-share-weighted
employment share is associated with a large 1 depéshort run rise in capacity
utilization, but has no long run effects. Regagdimeasured TFP, in the fourth
column, an increase in the sectoral employmenteshas no significant short run
impact on productivity, but a very large (-1.1) dorun effect. These results are

completely consistent with a view of exogenous dedrfluctuations producing



transitory movements in capacity utilization whabscure the true effect of
labour allocations on measured productivity.

The preceding is intended to be heuristic, and Ishoot be taken completely
literally. In particular, one cannot interpret tlesults as necessarily indicating
thatall changes in equilibrium quantity demanded (anddaladiocations) are
exogenous to productivity. To proceed more cakgfphnels C and D of Table 3
instrument each X with defense expenditures, teeument which | have
previously found to be consistentl§} 4tage significant and'®stage exogenous.
As before, | enter the instrument separately fehéadustry, and as before th® 1
and 29 stage test statistics satisfy the requiremen®SafS in an admirably robust
and consistent fashion.

Turning to coefficient estimates, the first notatdsult is that the first and third
columns of panels C and D indicate that defensemdifures, while moving
around output and labour allocations, have abdglateeffect on industry level
capacity utilization. This is consistent with Ransg(2011) argument that defense
spending changes are well anticipated by publicsn@wouncements. While
Ramey’s news variable is completely insignificanthie f' stage regressions for
this sample, as it was before, this merely confitinag the timing of news is

different than the timing of actual expenditufés\Nevertheless, actual

30ne can try to use the Fed’s industry capacityzatibn measures to directly adjust productivityt this raises
additional issues. First, an OLS regression agrégaunsuitable, because industry capacity utibnais endogenous to
industry productivity, but instruments for induskeyel capacity utilization are hard to find, agetese spending is
uncorrelated with capacity utilization (see belowgecond, one can use the utilization estimategeithanically adjust
productivity, but this requires some assumptiormilvhat is being over and underutilized (capitapital and labour, or
capital, labour and some material inputs like epeagd what would have to be changed to reachisasia output. For
my purposes, however, it is sufficient to simplypwstthat as capacity utilization effects disappeahe long run, the OLS
relation between employment shares and productddgomes decidedly negative.

$2sing Ramey’s variable as the instrument in thetage regressions for output and employment strareges, | get p-
values on the F-tests of 0.161 and 0.483, resgdgtivRunning Ramey'’s instrument jointly with cemt expenditures in
these regressions, | get p-values of 0.837 and@®A%er news variable and 0.000 and 0.000 on laetpanditures. As
emphasized earlier above, none of this invalidBsey’'s point that her news variable does a bjetteof explaining



expenditures, when they arrive, may be well anditgd, so that capacity expands
evenly with production needs, resulting in no cheanign capacity utilization.
Because defense spending has no observable impaapacity utilization, the
long and short term coefficients for productivitypgth, in the second and fourth
columns, are virtually identical. The elasticifyatserved productivity with
respect to output is estimated to be around -0e2 ¢6 about 0.1). The coefficient
on labour-share-weighted changes in employmeneshahich following the
theory above is interpretable as the elasticitgvarage worker efficacy with
respect to the employment share, is found to batalicb in this sample of only
22 industries (s.e. of about 0.5). This is gremt@bsolute magnitude than the
maximum of -1 allowable by theory, but not (statatly) significantly so.

To summarize the results for the US KLEMS, out ®fpbtential instruments,
defense spending is the only one that consistantystrongly satisfies the dual
requirements of*istage significance and®stage exogeneity. Long and short
term effects for defense spending are quite siiasaidefense spending does not
have much of an influence on capacity utilizatidrne long term OLS association
between changing labour allocations and measulptivity is much more
negative than the short term relation, and thisappto reflect transitory capacity
utilization changes consistent with exogenous simfidemand. The long term
OLS estimate of the elasticity of worker efficacithwespect to employment
shares in the total US KLEMS sample (-0.685 in @&lis not significantly
different from that arrived at using defense exptemes as an instrument (-0.750).

Thus, while there may be some endogeneity of labbocations, it probably

changes in macroeconomic aggregates, which witttieenced by the reaction of private economic exto the
anticipated future consequences of those expeediturhis is distinct, however, from moving actpatterns of production
away from the private norm, in which actual expéméis have a more significant effect.



accounts for a relatively small share of the tetalation (exogenous plus
endogenous) in this variablg.

Turning now to the EU KLEMS OECD data, as | do natve any instrument
that is ' stage significant in the analysis of the entirmdzt, | focus on country
specific results. Since defense spending is astbbsignificant and exogenous
instrument in the US KLEMS data, | begin by runnaogintry by country i stage
regressions using defense spending as an instrurhtiren proceed to thé2
stage analysis for the four non-US countries wihérel defense spending to be
1% stage significant at the 5 percent level (namalgtfalia, Finland, the
Netherlands and the United Kingdom). As shownabl€ 4, in each of these
countries defense spending satisfies festage exclusion requirement and
produces negative estimatesipalthough only the large point estimates of
Australia and the United Kingdom are statisticalignificant. Removing one
industry at a time, | find that defense spendirwustly satisfies theSland 2°
stage significance and exclusion requirements. piinat estimates af vary
greatly for Finland and the Netherlands and mush & for Australia and the
United Kingdom, in keeping with their relative stand errors in the baseline
specification. Adding lags of employment sharengjes to the regression
produces a much larger estimate of the cumulaigative effect of reallocation

on productivity, particularly for Finland and thestderlands.

*As noted earlier, while the preceding analysisaisenl upon my labour composition adjustment of BE® §rowth and
my estimates of changing sectoral employment sharégpe, results are quite similar if | use thigioral BLS data on
productivity and labour allocations without diffat&tion by worker type. For example, using deéesgending as an
instrument, | get the following estimates (s.e.§ &@r the panels in Table 2: Panel A: -1.06 (0.2B5)-0.373 (0.218); C:
-0.722 (0.218); D: -1.03 (0.275); E: -1.17 (0.262)d G: -0.769 (0.292). These follow the pattemesented in the table.
The corresponding short term and long term OLSlte§panels A & G) are -0.377 (0.122) and -0.80218). In Table 3,
looking at the third and fourth columns of panelar@ D, where employment share changes are insttech&ith defense
expenditures, | get insignificant short and lomgrteoefficients for capacity utilization of -0.062.475) and -0.390 (0.376)
and short and long term coefficients for BLS meadufFP growth of -1.82 (0.502) and -1.84 (0.514gain, these results
parallel those reported above.



TABLE 4: COUNTRY LEVEL ANALYSIS USING EU KLEMS DATA (29 SECTOR$1970-2005)

Australia Finland Netherlands United Kingdom

Panel A. Baseline specification (equation 17) withefense expenditures/GDP as instrument

E(s.e.) -1.09 (0.185) -0.310 (0.359) -0.264 (0)335 -0.886 (0.153)
F &% p-v. 0.004 & 0.901 0.000 & 0.841 0.005 & 0.290 0@m & 0.631
N/K/L 493/100/28 493/100/28 493/100/28 493/100/28
Panel B. Dropping one industry at a time

Max¢ (s.e.) -1.03 (0.176) -0.079 (0.395) 0.152 (0.406) -0.727 (0.165)
Min & (s.e.) -1.18 (0.193) -0.682 (0.406) -0.472 (0.366) -1.10 (0.198)
Max F p-v. 0.012 0.004 0.038 0.001
Min F p-v. 0.002 0.000 0.002 0.000
Maxy? p-v. 0.960 0.941 0.691 0.809
Min ¢ p-v. 0.653 0.712 0.026 0.534
Panel C. Adding 4 lags of employment share changes

YE(s.e) -1.15 (0.307) -0.801 (0.424) -0.560 (0.407) -0.985 (0.206)
F &% p-v. 0.014 & 0.873 0.000 & 0.728 0.001 & 0.272 0@ & 0.928

Notes: As in Table 2.

The EU KLEMS data base has two sets of estimatahéoUnited States, one
covering 1977-2005 based upon the current NAICSt{Namerican Industry
Classification System) used in the US KLEMS, andtlher covering 1970-2005
based upon the historical SIC (Standard Indusiassification). The industrial
sectors in both series share the same nomina &tld have TFP estimates
grouped into the same 29 private sector divisia ktluse in the general analysis
of (SIC-based) EU KLEMS data for other countfiésBoth of these series provide
a longer time series than the BLS’ US KLEMS (congri987-2010) and appear
to be developed independently of that source.nAke case of the US KLEMS, |
run 1* stage regressions for each of the 18 instrumarfsble 1 and then proceed

to the 2 stage with those instruments which are signifiearihe 5 percent level.

*Whenever | refer to results using all of the EU KILE data, as in Table 1'S'stage regressions, | use the SIC version

of the US data, in keeping with the SIC definitiarsed for other countries.



TABLE 5: USANALYSIS USING NAICS BASEDUS DATA IN EU KLEMS (BY INSTRUMENT, 29 SECTORS1977-2005)

A Defense A Oil Qil Price Smets/Wouters  Sims/Zha TED Spread
Spending Prices Maximum M Shock M Shock Innovation

Panel A. Baseline specification (equation 17)

£ (s.e.) -1.06 (0.425) -0.838(0.424) -1.13 (0.331)0.740 (0.413)  0.932 (0.476)  0.047 (0.328)
F &y p-v. 0.003 &0.524 0.003 &0.000 0.000 & 0.000 0@2 & 0.307 0.007 &0.869 0.000 & 0.001
N/K/L 812/111/28 812/111/28 812/111/28 783/110/28 25/108/28 812/111/28
Panel B. Dropping one industry at a time
Max £ (s.e.) -0.873(0.427) 0.667 (0.554)  0.282 (0.4040.520 (0.426)  1.08 (0.510)  0.241 (0.361)
Min & (s.e.) -1.20 (0.455)  -1.43(0.435)  -1.72(0.363) 1.10 (0.463)  0.763 (0.530)  -0.380 (0.333)
Max F p-v. 0.012 0.155 0.000 0.079 0.048 0.000
Min F p-v. 0.001 0.002 0.000 0.000 0.003 0.000
Maxy* p-v. 0.697 0.001 0.011 0.440 0.942 0.009
Min % p-v. 0.362 0.000 0.000 0.205 0.693 0.000
Panel C. Adding 4 lags of employment share changes
Y E(s.e) -0.851 (0.394)  -2.16 (0.500) -1.86 (0.404)0.944 (0.456) -0.626 (0.607) -0.809 (0.457)
F &y p-v. 0.045&0.528 0.339 &0.020 0.018 &0.082 27 & 0.066 0.865 & 0.988 0.396 & 0.000

Notes: Asin Table 2.

Table 5 reports second stage results for the sixuments which are®Istage
significant at the 5 percent level in the EU KLEMS NAICS data. Defense
expenditures operate much as in the analysis di$h&LEMS, producing an
extremely large negative estimateZdh the baseline specificatior’ and 2
stage significance and exclusion test statistiasdhe quite robust to the removal
of one industry at a time, and (once lags are ateoufor) a somewhat smaller
estimate of the cumulative effect of employmentnges. The oil price
maximum, which produced a positive point estimdté earlier in Table 1,
generates §of -1.1 in this case. However, notwithstandirggsitatistical
significance in the baseline specification, wite temoval of one industry this
coefficient is easily made positive. The remainiogr instruments produce a
cornucopia of insignificant results in the baseliegression, are often quite
sensitive to the removal of one industry at a tand, when employment change

lags are added, produce big cumulative negativmnatds off and are found to be



TABLE 6: USANALYSIS USING SICBASED USDATA IN EU KLEMS (BY INSTRUMENT, 29 SECTOR$1970-2005)

A Defense Oil Price Residual Romer/Romer  Fed Funds TED Spread
Spending Maximum Gas Prices M Shock Surprises Innovation

Panel A. Baseline specification (equation 17)

£ (s.e.) -.118 (.251) -.821 (.350) -.329 (.413) 1823) -.234 (.485) .086 (.326)
F &y p-v. .000 & .151 .000 & .000 .031 & .000 .036385 .001 & .000 .000 & .644
N/K/L 1015/118/28 1015/118/28 1015/118/28 754/189/2  435/98/28 1015/118/28
Panel B. Dropping one industry at a time

Max £ (s.e.) -.048 (.240) -.173 (.369) -.035 (.400) .3892) 412 (557) .251 (.320)
Min & (s.e.) -.191 (.468) -1.14 (.399) -2.49 (.981) 6.0384) -.599 (.483) -.072 (.446)
Max F p-v. .000 .004 .926 .058 .013 .000
Min F p-v. .000 .000 .019 .003 .000 .000
Maxy* p-v. 723 .000 .008 .676 .004 .876
Min % p-v. .009 .000 .000 191 .000 .363
Panel C. Adding 4 lags of employment share changes

Y E(s.e) -.550 (.449) -1.55 (.395) -1.42 (.459) 41(B32) -.351 (.640) -.760 (.384)
F &y p-v. .034 & 540 .000 & .000 .048 & .000 206848 .002 & .000 .000 & .879

Notes: As in Table 2.

utterly insignificant in the 3 stage regression. In sum, as in the analysiseof t
BLS US data, only defense spending consistentlgfiest the i and 29 stage
tests, and that instrument produces an estimaieloke to -1.

Table 6 reports second stage results for the stxuments which are®Istage
significant at the 5 percent level in the EU KLEMS SIC data. Three of these
instruments (defense spending, oil price maximumd,tae TED spread) overlap
with the list for the EU KLEMS US NAICS data. Wéihe oil price maximum
and TED spread produce results that are simildrdse in the preceding table,
those with defense expenditures are dramaticafigrdint. Although defense
spending is 1 stage significant and'®stage exogenous in the baseline
specification, it produces a small and statistycaibsignificant estimate af. With
lags, however, the coefficient becomes considenadase negative, albeit not
statistically significant. With regards to the @ming instruments, the point

estimates are generally quite sensitive to the vafraf one industry or the®1



stage regression is rendered insignificant once dag introduced. With the
introduction of lags the cumulative effect of emptent changes becomes much
more negative, although the TED spread is the imstyument in this specification
that is strongly significant and exogenous. Itgese off is both substantially
negative (-0.760) and statistically significant.

As Tables 5 and 6 suggest, there are peculiardrftes between the SIC-based
and NAICS-based EU KLEMS data for the United StafBlse correlation
between the annual industry x year total factodpobivity growth in one dataset
and the other, for the 29 nominally identfCaarge private sector industry
groupings and the 28 years that the two datasetsapy is only 0.502 (i.e. ar’R
of 0.25), despite the fact that they ostensibly sneaexactly the same thing. The
labour-income-share-weighted labour reallocatioasnees, however, are much
more similar, with a correlation of 0.860%R 0.74). Not surprisingly, this
produces radically different regression resultber€ are also some disturbing
anomalies in the EU KLEMS SIC based US data antderEU KLEMS data set

as a wholé®

35E.g. “mining & quarrying”, “education”, “rubber arglastics”, etc.

36For example, between 1970 and 1981, accordinget&thKLEMS SIC data, the relative value added poicerivate
sector services to goods in the United State¥epercent, while the relative quantity rose byp2scent, for a -2 percent
change in relative nominal value added. Accordinthe current official US National Income and RradAccounts,
however, during this same period the relative valdéed price of private sector services to gootisallg declined only 5
percent (reflecting rising energy prices), while telative quantity rose by 14 percent, for a H&@et change in relative
nominal value added (Chain47on.xls and VA47on.xlable awww.bea.goy. The historical SIC series on the BEA
website (GDPbyIlnd_VA_SIC.xIs) does not provide iadices back to 1970, but in the 1977-1981 peitisiows an 8
percent increase in relative real service quaatity 5 percent decrease in relative price (sintldhé current series 7
percent and 3 percent figures for the same peniadi)e the EU KLEMS SIC data show a 15 percentease in relative
quantity and 13 percent decline in relative prit@making these comparisons, | follow the BEA'Sidiéon of goods
(agriculture, mining, manufacturing and construttiand services (all other private sector).

As another example, in the EU KLEMS data one fithds in 3 percent of the observations with totatda productivity
estimates capital income is negative, averagirigl-6f value added and -0.05 of gross output angimgras far as -5.7
times value added or -0.33 of gross output. Isehsbservations, appearing in 16 countries, oreevgey close (R2 =
0.985) to the EU KLEMS estimate of total factor guotivity growth by dropping capital growth whilsing the gross



TABLE 7: OLSREGRESSIONS USINEU KLEMS (29 SECTORS1971-2005)

Australia Finland Netherlands UK US NAICS us sIC ECD 18

Panel A. Baseline specification with employmentrshzhanges (equation 17)
&(s.e) -0.875 (0.061)0.266 (0.095)-0.485 (0.092)-0.777 (0.068)-0.518 (0.119)-0.344 (0.094)-0.422 (0.023)
N 667 1015 754 986 812 1015 12109

Panel B. Adding 4 lags of employment share changes
Y E(s.e) -0.941 (0.202)0.726 (0.148)-0.756 (0.181) -1.05 (0.126) -0.946 (0.1970.929 (0.196)-0.615 (0.048)
N 551 899 638 870 696 899 10025

Notes: As in Table 2.

Such concerns are, however, somewhat beside thg peiit cannot be taken as
altogether surprising that a single instrumenthsas defense spending, will in
some specifications or some data sets produce weskats.

Before concluding, | present the OLS results fer B KLEMS data. As
shown in Table 7, the results here closely partiiese for the United States.
Whether in the four European countries examindtierntables above, either of the
SIC and NAICS versions of EU KLEMS US data, or Ei¢ KLEMS database as
a whole, the association between employment sheneges and productivity
growth is negative, but becomes much more so whshemployment share
changes are added to the regression. As in tieeatdke US data, the difference
between the current and cumulative coefficientgsatself to the interpretation
that exogenous movements in demand produce transitanges in capacity
utilization which obscure the strongly negativegdarm association between
employment shares and measured productivity. Theutative OLS coefficients
are in most cases quite close to the corresporwimylative coefficients using
2SLS, suggesting that much of the variation in latshares is exogenous. |
recognize of course that this interpretation, tglemployment shares as being

exogenous and OLS coefficients as accurate refdets®ts of causal relations, is

output shares of intermediate inputs and laboer\fieights which combined now exceed 1) to caleutla¢ contribution of
these inputs to output growth.



awfully convenient in a paper which struggles talfmore than one robust
instrument.

The EU KLEMS results, by and large, confirm thelgsia using the US
KLEMS. Defense spending is the only instrumentolitis consistently*istage
significant, 2% stage exogenous and robust, both in terms o§tasistics and
coefficient point estimates, to the selective real@f industries. Long term OLS
elasticities are more negative than short terntiogla. The cumulative estimate
of & both OLS and 2SLS with defense spending, is adwagre negative than -0.5
and often much closer to the theoretical limitf Standard errors, however, are
very large and coefficient estimates in particslgecifications and samples are not
significantly different from zero. Thus, while theeponderance of evidence
suggests that average worker efficacy does inddedith a sector’'s employment
share, there is substantial uncertainty regardiegptecise magnitude of the
elasticity.

| conclude by simply considering how different \edwf& change our
assessment of relative goods and services prodyairowth. In Table 8 |
combine the 60 sector US KLEMS and 29 sector EU MBEsectoral estimates of
gross output private sector productivity growttoigbods & services value added
aggregates. With&of 0, i.e. no adjustment for Roy effects, the W8 &U
KLEMS data indicate that productivity growth is Q&8rcent faster per annum in
goods than services in the United States and Ycépefaster per annum in the
OECD 18 as a whole. Moving down,@becomes more negative the gap
between goods and services productivity growthavesruntil, at a value of
-0.75, it disappears altogether in both sampieEable 8 also reports aggregate

private sector productivity growth, equal to thevate sector GDP share weighted

¥"The Domar weighted sum of sectoral reallocationariger in the OECD 18 than in the US alone, amthesliminates

a larger productivity gap with, interestingly, ts@me value of.



TABLE 8: AVERAGE PRIVATE SECTORTOTAL FACTOR PRODUCTIVITY GROWTH
WITH RoY ADJUSTMENTS(PERCENT PER ANNUI\)

United States 18 OECD countries
(1987-2010, based on US KLEMS) (1970-2005, based on EU KLEMS)
3 Goods Services Aggregate Goods Services Aggregate
0.00 157 0.73 0.97 157 0.17 0.70
-0.25 1.34 0.78 0.94 131 0.36 0.72
-0.50 1.10 0.84 0.91 1.04 0.55 0.74
-0.75 0.87 0.90 0.88 0.77 0.74 0.76
-1.00 0.64 0.95 0.85 0.51 0.94 0.79

Notes: Goods, services and aggregate calculatedBLS KLEMS and EU KLEMS 60 sector and 29 sector,
respectively, gross output TFP measures using iequdi6), with adjustments for bias as indicatecehyation (15)
earlier above.

sum of sectoral productivity growths, which is guiisensitive t@, as increases
in one sector are offset by decreases in the other.

In the US National Income and Product Accountsybeh 1947 and 2011 the In
relative price of services to goods increases avanage annual rate of 0.83
percent, while the In relative quantity increasg®90 percent. According to the
EU KLEMS data, between 1970 and 2005 the In redgbiice of services to goods
in the OECD 18 increases at an average annuabfratd4 percent, while the In
relative quantity rises by 1.06 percent. Thus,dimg run rate of increase of the
relative price of services to goods is roughly égoighe long run rate of increase
of their relative quantity. Section | earlier shemithat, under the assumptions of
equal sectoral factor income shares and propotgonages, assumptions which
are tolerably satisfied in the datathe slope of the Roy supply curve equals -
OL&/(1+0&). Settingd, equal to 2/3 angto -0.75, one gets a slope of 1. As the
Roy supply curve shows, there are bounds on thialexiory power of the Roy
model. If¢is to lie within its theoretical limit of -1, themmust be a sufficient

In the US KLEMS the In average annual wage per 1059 higher in goods, with an annual time trehed.0014
(0.0005). Inthe EU KLEMS, across 471 country aryebservations In relative goods wages are -0&4ér than in
services and, with country dummies, show an artneiatl of 0.0052 (0.0004). Regarding factor shanethe US KLEMS
the average annual labour share in goods is 0.6 w services it is 0.68, and their In differerftas an annual trend of
-0.0039 (0.0005). Across the EU KLEMS, the averagnual labour share in goods is 0.68 and incsvs 0.64 and the
In difference, with country dummies, has an anineaid of 0.0002 (0.0003).



movement of relative quantity and, more precisiallyour allocations relative to
the observed sectoral relative price and (measyedjuctivity movements. Both
this simple back-of-the-envelope calculation arartiore careful computations of
Table 8 show that these movements exist.

The reported difference in goods and services mtbdty growth in the US and
the OECD is 0.8 and 1.4 percent per annum, reyadeti Examining the values in
Table 8 for§ from -0.5 to -1, the range of defense spendirsgthdong run
elasticities found earlier, the adjusted differeraoeges from +0.5 percent in
favour of goods to +0.4 percent in favour of sexsic Thus, while it provides
indications that the productivity growth gap betwelee two sectors is grossly
overstated, this paper does not have a definitbnet @stimate to deliver to the
reader. A value of equal to -0.75, however, lies in the middle of ploént
estimates, and allows for the reinterpretationistidnical productivity, price and
guantity data as representing a world in which pregluctivity growth in goods
and services is roughly equal but Roy worker effjcaffects give rise to relative
cost changes and the appearance of productivitytgrdifferences. Thus, the
"Roy supply curve" is a plausible, albeit not pmoyexplanation of the cost

disease of services. This is the main point & plaiper.
[11. Conclusion

William Baumol's cost disease of services has becoant of the intellectual
landscape of the profession, a truism taught,aat By this author, to generations
of students. The profession, however, is also fulraf the fact that total factor
productivity growth is a residual, Abramovitz's §8) famous "measure of our
ignorance”, and has constantly sought new waysmgaaing it. This paper
follows a growing literature showing the role Rayiledel of self-selection
amongst heterogeneous workers can play in exptamigcroeconomic

phenomena. It finds evidence in the relation betwemployment shares and



measured productivity that average worker efficdeglines as a sector's
employment share increases, systematically biagarglard measures of
productivity growth. While there is considerablecartainty about the precise
magnitude of these effects, the depiction of thatinee supply of goods and
services as being based upon equal goods andespriaductivity growth, with a
rising relative cost brought about by an assoamietween average worker
efficacy and sectoral employment shares, is a flkualternative characterization
of developments in the US and the OECD.

As noted by Jones (2002), barring the Great Deanessd World War I, the
growth of income per capita in the United Stateslheen a remarkably steady 2
percent per annum for more than 130 years, despdemous structural changes
in the US economy. Theoretically, it is diffictdt think about this historical
record in a framework in which aggregate economevth is asymptotically
drawn down to that of the slowest, most stagnautos. Practically, it is hard to
sustain a fear of prospective stagnation in the &dsuch a lengthy retrospective
history of constant growth. The alternative vidatt by and large, a rising tide of
technology raises all boats (industries), whilenges in relative prices simply
reflect movements along a standard classroom cenmaduction possibilities
frontier, provides an easier way to think aboutghst history and future prospects

of the US economy.
REFERENCES

Abramovitz, Moses. "Resource and Output trendkénJ).S. since 1870." American
Economic Review/ol. 46, No. 2 (May 1956 Papers and Proceedirig23.
Baker, Scott R., Nicholas Bloom, and Steven J. BaMeasuring Economic Policy

Uncertainty.” Manuscript, 2012.



Basmann, R. L. "On Finite Sample DistributionsGafneralized Classical Linear
Identifiability Test Statistics." Journal of then&rican Statistical Associatidrol. 55,
No. 292 (Dec. 1960): 650-659.

Bassett, William F., Mary Beth Chosak, John C. &l and Egon KakrajSek. “Changes

in Bank Lending Standards and the Macroeconomydshihgton D.C.: Division of
Monetary Affairs, Board of Governors of the FeddRakerve System, 2011.
Baumol, William J. and W.G. Bowen. “On the PerfarmArts: The Anatomy of Their
Economic Problem.”_American Economic Revi¥al. 55, No. 1/2 (March 1965):
495-502.
Baumol, William J. “Macroeconomics of Unbalance®th: The Anatomy of Urban
Crisis.” American Economic RevieWol. 57, No. 3 (June 1967): 415-426.
Baumol, William J., Sue Anne Batey Blackman and &diWN. Wolff. “Unbalanced

Growth Revisited: Asymptotic Stagnancy and NewdEwice.” _American Economic
ReviewVol. 75, No. 4 (September 1985): 806-817.

Baumol William J._The Cost Diseasblew Haven: Yale University Press, 2012.

Bloom, Nicholas. “The Impact of Uncertainty Sha¢kEconometricavol. 77, No. 3
(May 2009): 623-85.

Bustos, Paula, Bruno Caprettini and Jacopo Politicélgricultural Productivity and
Structural Transformation: Evidence from BraziManuscript, August 2013.

Fisher, Jonas D.M., and Ryan Peters. “Using SRetkirns to Identify Government
Spending Shocks.” The Economic Jourdal. 120, Issue 544 (May 2010): 414-36.

Gilbert, Charles, Norman Morin and Richard Raddot@kdustrial Production and

Capacity Utilization: Recent Developments and1889 Revision.”_Federal Reserve
Bulletin (March 2000): 188-205.

Gilchrist, Simon and Egon ZakrajSek. “Credit Spieand Business Cycle Fluctuations.
American Economic Reviewol. 102, No. 4 (June 2012): 1692-1720.

Griliches, Zvi, ed._Output Measurement in the $enSectors NBER Studies in Income
and Wealth, Vol. 56. Chicago: University of ChgoaPress, 1992.

Griliches, Zvi. “Productivity, R&D, and the Datao@straint.” _American Economic
ReviewVol. 84, No. 1 (1994): 1-23.




Giurkaynak, Refet S., Brian Sack, and Eric T. Swans®o Actions Speak Louder Than
Words? The Response of Asset Prices to MonetaigyPattions and Statements.”
International Journal of Central Bankikgl. 1, No. 1 (2005): 55-93.

Hamilton, James D. “What Is an Oil Shock?” Jounf@&Econometricd/ol. 113 (2003):
363-398.

Heckman, James J. and Guilherme Sedlacek. “Hetpeity, Aggregation, and Market

Wage Functions: An Empirical Model of Self-Selentia the Labor Market.” Journal
of Political Economyvol. 93, No. 6 (Dec. 1985): 1077-1125.

Hsieh, Chang-Tai, Erik Hurst, Charles I. Jones, Retér J. Klenow. “The Allocation of
Talent and U.S. Economic Growth.” Manuscript, Me12.

Jones, Charles I. "Sources of US Economic Growth\World of Ideas.”"_ American
Economic Review/ol. 92, No. 1 (March 2002). 220-239.

Kilian, Lutz. “Exogenous Qil Supply Shocks: HowgBAre They and How Much Do

They Matter for the U.S. Economy?” Review of Ecarics and Statistic¥ol. 90, No.
2 (May 2008): 216-40.
Kuralbayeva, Karlygash and Radoslaw Stefanski. nt¥félls, Structural Transformation
and Specialization.”_Journal of International BmaicsVol. 90, No. 2: 273-301.
Lagakos, David and Michael E. Waugh. "Selectiogriéulture, and Cross-Country

Productivity Differences." Manuscript, Nov. 2011.

McLaughlin, Kenneth J. and Mark Bils. “InterindusMobility and the Cyclical
Upgrading of Labor.”_Journal of Labor Economiégl. 19, No. 1 (January 2001): 94-
135.

Ngai, L. Rachel and Christopher A. Pissarides.rd@tiral Change in a Multisector
Model of Growth.” American Economic Revieviol. 97, No. 1 (March 2007): 429-
443.

Ramey, Valerie A. and Daniel J. Vine. “Oil, Autohiles, and the U.S. Economy: How
Much Have Things Really Changed?” NBER MacroecdmsmnnualVol. 25 (2010):
333-367.

Ramey, Valerie A. “Identifying Government SpendBigocks: It's All in the Timing.”
Quarterly Journal of Economiaél. 126, No.1 (Feb. 2011): 1-50.




Romer, Christina D. and David H. Romer. “A New Mege of Monetary Shocks:
Derivation and Implications.”_American Economicvigav Vol. 94, No. 4 (Sept.
2004): 1055-84.

Romer, Christina D., and David H. Romer. “The Mezonomic Effects of Tax

Changes: Estimates Based on a New Measure ofl §koaks.” _American Economic
ReviewVol. 100, No. 3 (June 2010): 763-801.

Roy, A.D. "Some Thoughts on the Distribution ofiiags." Oxford Economic Papers
New Series, Vol. 3, No. 2 (June 1951): 135-146.

Sargan, J. D. "The Estimation of Economic Relatigps using Instrumental Variables."
Econometrica/ol. 26, No. 3 (July 1958): 393-415.

Sims, Christopher A. and Tao Zha. “Were There Regbwitches in U.S. Monetary
Policy?” American Economic RevieMol. 96, No. 1 (March 2006): 54-81.

Smets, Frank and Rafael Wouters. “Shocks andiémigin U.S. Business Cycles: A
Bayesian DSGE Approach.” American Economic Rewé 97, No. 3 (June 2007):
586-606.

Stock, James H. and Mark W. Watson. “DisentanglivgChannels of the 2007-09
Recession.”_Brookings Papers on Economic Actig@pring 2012): 81-135.

Triplett, Jack E. and Barry P. Bosworth. Produttiin the U.S. Services Sector: New

Sources of Economic GrowthNVashington, D.C.: Brookings Institution Preag04.




