EC402: MEI. Spring Term: The Analysis of Time Series*

Problem Set 2 — Solutions

1. Hypothesis test
1. Consider the M A (1) model
Y =+ e, & ~iidN (0,0%), t=1,...,T, =0
1. Derive the LM test of the null # =0

2. What is the advantages of the LM test over the LR test in this case?

Answer. ML estimation of 0 is equivalent to non-linear least squares

. 2 . .
nbln;at(ﬁ) where €,(0) = y; — 0e4—1(0)

FOC : Zztgt =0.

Quite complicated to compute.
LM test. Under the null, 0 = 0 and y; = €;. So z; = ¢;_1 and LM test is

carried out by regressing €, on z;, i.e. in this case by regressing y; on ;1 and
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computing TR?. Since this is a one variable linear regression, R? is the square

of the correlation coefficient, so

2 _ (Zytl/t—l)Q o 2
=T vy " 0

Therefore, the LM test is straightforward to compute in this case.

2. Consider the model
(35215 - 7)_2

9 +€t

Yr = Bir1 + By

where &; ~ 7idN (0,0%) and the regressors x; and z, are process indepemdent of the

errors.

1. Obtain the log likelihood of the model and outline how you would obtain the
NLE of the parameters 3;, 35, 7, o

2. Construct a LM test of the null Hy : v = 0.

3. Why is the LM test easier to carry out than the Likelihood ratio test?

Answer.
2
x J—
& = Yt — 51$1t - 52%
T T 1
logL = —Elog27r — 510g02 — @Z&“f.

As this is nonlinear least squares mazximize log L wrt (S, By,7) using deriva-

tions:
Olog L Oet. .
9B, 1 0B, 1t
log L _
880;2 = ) ZtE¢ Where Zt = — g_;; = %(.I'Qt — ")/) 2
A | T I NENRN
oy oy

Solving > ze; = 0 yields ML estimates of (3, 4,7). 0° = T g,
Hy:~v=0. Under Hy

1
= Tit + Pz tE
Yt 51 1t 52 2I%t t

& = Y — BT — 5 2
2x35,



ML estimation of restricted model is least squares Tegression of 1y, on Ty, Top.

Then calculate

R - ~ 1
gt =yt — b1zt — Pog -
2x5,
L1t
1
When ~v = 0, z = 223, |. LM test requires regressing €, on z;, calculate
B
-

Tt

TR?. Reject Hy if TR* > x%(1).
LM easier than LR as you do not have to do nonlinear least squares maximiza-

tion.

2. Distributed lags and transformations

1. Rewrite the distributed lag
B (L) xy = Bowy + B1oi1 + .. + B Tiem

in the form

(501} + 51AZL’t + (52Al’t_1 + ...+ 5mA=Tt—m+1

1. Show that 09 = B (1), the total effect. What is the relationship between the 0’s
and the (’s?

Answer.

Boti + B1Ti—1 + oo + B Tiem =
doxt + 01(xp — 1) + 02(Ti—1 — T—2) + oo + O (Te—mi1 — Tiem)
Bm = _5m 5m = _Bm

5m—1 = Om — 5m71 (Sm*l = _(Bm—l + ﬂm)
/Bm_Q = (5m71 - 5m72 5m72 = _<ﬁm—2 + ﬁm—l + Bm)

By =102—101 01=—(81+ ..+ By)
Bo = 6o+ 01 do = Po+ b1+ ... + B,, = B(1) total effect.

2. If you write the second form as
53%’75_1 + 5;_A£Ut + 6;Al’t_1 + ...+ 6;;A£L’t_m+1

3



how are the 67’s related to the 3’s?

Answer.

531}71 + (Sir(flft — :Ut71> + (5;(3%,1 — xtfz) + ...+ (5;;(xt,m+1 — ﬂjt,m)

B = _5:;1 (5:1 =0
52—51 0y 5%:_(ﬁ2+"'+6m)
By = 0] w07 =By

By =065 =067 +05 .65 =0B1+B8g+Bs+ ...+ B, =DB()
Note: coeff. on levels variable unchanged (still total effect).

2. Consider the Autoregressive Distributed Lag Model
A(L)yt:)\+B(L)$t+€t
where

A(L) = 1—agL— ... —a, L™

B(L) = py+pBL+..+08,L"

1. Show that you can rewrite this model in the error correction form

m—1 n
Ay = XN+ yol—1 + Z Vi AY—; + doxi—1 + Z 0iAx i1 + &y

i=1 i=1
What is the interpretation of 7, and dpand hence of §9/v,7 [Hint: use the results

you derived in the first question of this section]

Answer.

m—1

(e — Y1) = A +YY—1 + Z Yi(Yi—i — Y—i—1)

i=1

+oow—1 + Z 0i(Tt—iv1 — Te—i) + &4
i=1
m—1
yo= A+ (Yot Dy-1+ Z Vi(Yt—i — Ye—i-1) + B(L)z; + &
i=1



where 0o = B(1) and 61 = By, 6; = —>_5_,; B; from results above.

m—1

ye — (L +70)ye-1 — Z Vi(Yt—i — Yr—i—1) = A+ B(L)xs + &

=1

LHS = y—(14+70)y—1—71 (r—1—Ye—2) = Vo (hr—2=Yt—3) == Yin1 (Yt—m+1—Yt—m)

—Om = Vm—1 Tm—1 = —COm
—m-1= Yoo = Vme1 Vm—2 = —(Qm-1 + )
—Q2 =71 72 Y= —(aa+ . 4 )
—r=—(1+7)-7 N=-"0-o—a—..—ay)
= —A(1)
f—o = —%, this is minus the steady state effect of a change in x; on y;.

. If you estimate the original model and the model in error correction form, what is
the relationship between the two sets of estimates and the two sets of residuals?
Answer. As these are non-singular linear transforms, the estimates have the

same relationships as above and the residuals are the same.



