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Abstract 

Transport investments can induce positive productivity benefits via agglomeration economies by 

increasing the scale and efficiency of spatial economic interactions. In assessing the ‘agglomeration 

benefits’ of transport investments we need to understand the spatial scale over which these externalities 

are distributed. This report is concerned with the effect of urban agglomeration on productivity and with 

how agglomeration externalities diminish with distance from source. It draws on extensive firm level 

panel data to estimate the effect of access to economic mass on total factor productivity (TFP) for broad 

sectors of the economy. The econometric specification is based on a control function approach which 

addresses potential sources of endogeneity associated with the production function and with the 

agglomeration- productivity relationship, and which also allows for unobserved firm level heterogeneity. 

A non-linear least squares regression is used to provide a direct estimate of distance decay. The results 

show an overall agglomeration effect of 0.04 across all sectors of the economy. For manufacturing and 

consumer services we estimate an elasticity of 0.02, for construction 0.03, and for business services 0.08. 

The distance decay parameter is approximately 1.0 for manufacturing, but around 1.8 for consumer and 

business service sectors and 1.6 for construction. This implies that the effects of agglomeration diminish 

more rapidly with distance from source for service industries than for manufacturing. But the relative 

impact of agglomeration on productivity is larger for services than it is for manufacturing.  
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1. Introduction 

Agglomeration economies are positive externalities that arise from the spatial concentration of 

economic activity. According to urban economic theory, large dense cities and industrial clusters offer 

tangible economic benefits to firms which are manifest in higher levels of productivity and lower costs. 

The main sources of agglomeration externalities are thought to arise from improved opportunities for 

labour market pooling, knowledge interactions, specialisation, the sharing of inputs and outputs, and 

from the existence of public goods. As the scale and density of urban and industrial agglomerations 

increase, we expect to find an increase in the external benefits available to firms. 

There is a good deal of empirical evidence consistent with this theory showing that cities and 

industrial concentrations have strong positive statistical association with economic performance of firms. 

This relationship is found consistently across different empirical contexts and for different industries, 

although the estimated magnitude of agglomeration externalities depends on the particular circumstances 

under investigation. Many studies have suggested that agglomeration of economic activity in 

geographical space can lead to positive spillovers on productivity; i.e. firms that are located in areas with 

more agglomeration are more productive than they would have been in an area with less economic 

activity around them. 

The existence of agglomeration economies implies that proximity is important. But the literature is 

unclear about what actually counts as proximity, or more specifically, about the geographic scale over 

which activities could be described as proximate in the sense that they are able to generate these mutual 

external benefits. Issues concerning the spatial scope of productivity effects that arise from 

agglomeration economies have received little attention in empirical work. Rice et al (2006) provide the 

most relevant evidence, showing that the relationship between manufacturing wages and economic mass 

declines sharply with travel time from source.  Duranton and Overman (2005) and Rosenthal and Strange 

(2003), while not concerned with productivity, also indicate that the spatial dimension of agglomeration 
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may be very important. Both papers show that the benefits of industry localization are identified over 

relatively small spatial scales.  

So while we know that there tends to be a positive relationship between productivity and 

agglomeration, we actually know very little about how this relationship plays out across space. The 

assumption usually made is that the externalities decay with distance from source. But the form any such 

decay might take, and how this might vary by industry, is largely unknown. Theory can help us to derive 

ways of representing agglomeration that includes some recognition of the effects of distance, for 

instance, the widely used effective density or market potential functions (see Fujita et al 1999, Head & 

Meyer 2004 and Mion 2004 for a discussion). But it cannot really tell us much about the functional form 

of these relationships or about the explicit role of distance. The functional form of these distance 

relationships are usually specified by assumption in theoretical models, and testing of these assumptions 

is an essentially empirical issue. 

Understanding the spatial scale over which agglomeration economies operate is clearly crucial in 

assessing the ‘agglomeration benefits’ we expect from transport investment. The urban or industrial 

densities that are experienced by firms are determined by the ease of access to other firms, to consumers 

and to labour markets. This accessibility or proximity is in turn partly dependent on the nature of 

transport provision. In effect, transport investment can change urban or industrial densities by rendering 

a larger scale of activity more accessible. In order to properly assess this external effect of transport, we 

need to know the geographic range over which the agglomeration benefits from transport investment are 

available. The aim of this report is to provide estimates of the geographical range of productivity-related 

agglomeration economies, in the context of firm-level production function models. Our strategy is to 

estimate firm production functions that include a total factor productivity term that depends on the local 

effective density of employment at the firm’s geographical location (following Graham 2005, 2006). We 

then find the specification of effective density that maximises the power of our models in predicting 

productivity differences between firms in different locations. 
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While many studies have found a positive correlation between productivity and agglomeration in the 

cross section it is not clear that this is evidence for spillovers. The causality might simply go the other 

way round: more productive firms might locate in denser areas; e.g. they might require more higher 

skilled employees who are more likely located in urban areas. Another concern is that productivity could 

be mis measured in ways that systematically interact with geography and agglomeration. There are two 

issues in particular: Firstly, wages and skills and secondly market power might vary across space. The 

latter is a problem because in most productivity datasets we measure value rather than volume units of 

output (Klette Grilliches, Martin). Another issue which has not received much attention in the literature 

is the question of how persistent any agglomeration spillovers are across space; i.e. how far from the 

centre of an agglomeration can the spillovers still be felt? This is a key question for any policies aimed at 

responding to the market failure of spillovers. If these spillovers acrue over a larger area and thereby 

affect a larger fraction of firms then a case can be made for putting more resources into such policies. 

This paper responds to all of these issues. Firstly, we develop a framework in the tradition of structural 

TFP estimation (Olley Pakes, Levinsohn Petrin, Martin) to address both the endogeneity problem of 

agglomeration as well as the endogeneity of production factors in TFP estimation. Seconldy, we examine 

spatial decay of spillovers by looking at agglomeration at various distance bands. Thirdly, we extent the 

structural TFP estimation approach to examine variations in market power across space. 

The paper is structured as follows. In the next section we discuss the theoretical background to 

agglomeration economies in production, and consider any theoretical bases for the way distance enters 

into theoretical models of firm production. In the same section we discuss existing empirical work on the 

specification of market potential and accessibility indices, and assess whether this work sheds light on 

the specification of effective density in production function estimates. In Section 3, we set out our 

empirical methods and the data used for estimation. Section 4 presents the results and Section 5 

concludes.
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2. The theoretical basis and existing empirical evidence 

2.1. Theoretical foundations of productivity effects from agglomeration  

At their broadest level, agglomeration economies occur when individuals benefit from being ‘near’ 

to other individuals. Nearness can involve physical proximity, but transport and communications play a 

crucial role because, in most contexts, speed and low costs in transportation and communication provide 

a direct substitute for physical proximity. In this paper, we are specifically concerned with agglomeration 

economies that arise in production
1
, and with the role that distance between firms and the sources of 

these agglomeration economies: – workers, other firms, and other facilities that we will discuss further 

below. It is therefore important to understand what mechanisms are likely to drive production-related 

agglomeration economies, and we will start with a brief overview of these issues.  

Production agglomeration economies usually mean that the productivity of individual firms rises 

with the overall amount of activity in other “nearby” firms, or with the number of nearby workers or 

consumers. That is, agglomeration economies arise because of the production benefits of closer 

connection with others. The literature traditionally emphasises three sources of agglomeration 

economies, roughly following three examples given by Marshall (1890): linkages between intermediate 

and final goods suppliers, labour market interactions, and knowledge spillovers. Input-output linkages 

occur because savings on transport costs means that firms benefit from locating close to their suppliers 

and customers. Larger, denser labour markets may, for example, allow for a finer division of labour or 

provide greater incentives for workers to invest in skills. Finally, knowledge or human capital spillovers 

arise when spatially concentrated firms or workers are more easily able to learn from one another than if 

they were spread out over space. 

                                                 

1
 It is important to remember, however, that there may be other broader benefits, for example in terms of consumption. 

Indeed, some authors have argued that such consumption economies may be becoming increasingly important (Glaeser, 

Kolko, Saiz, 2001; Florida 2002). 
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An alternative taxonomy, which sheds more light on the underlying mechanisms, is provided by 

Duranton and Puga (2004), who classify the sources of agglomeration economies as ‘sharing’, 

‘matching’ and ‘learning’. ‘Sharing’ refers to the sharing of indivisible facilities, intermediate suppliers, 

workers and consumers by firms, which reduces fixed costs, allows specialisation and allows firms to 

pool risks. ‘Matching’ benefits are usually discussed in terms the benefits of having lots of workers in 

close proximity to employers, which means it is easier for different types of worker and different types of 

employer to find each other, and more productive matches occur at a faster rate. ‘Learning’ refers to the 

transfer of information, knowledge and skills. Even in world of fast communication technologies, close 

connections between large groups of people and firms provide more opportunities for learning and more 

opportunities for face-to-face contact, which tends to facilitate knowledge exchange and transfer of 

skills. Both the generation of knowledge and its diffusion benefit from these interactions. 

To summarise, transport improvements can increase the strength of production-related 

agglomeration economies to the extent that these improvements increase the connectivity between firms 

and workers, between firms and consumers or between firms and other firms. Clearly, some of these 

mechanisms may be more important than others, and the relative importance is likely to be different for 

different industries. Therefore, it is important to bear these theoretical mechanisms in mind when 

considering the likely geographical scale over which agglomeration is likely to operate. These theoretical 

mechanisms should also guide the choice of factors – workers, other firms, population, facilities etc. – 

that are included in any measure of ‘agglomeration’, although in practice these factors are closely related 

to one another and so difficult to distinguish empirically. 

Reflecting on the mechanisms described above, it is clear that agglomeration economies depend 

crucially on the flows of goods, people or information between locations. Therefore, the geographical 

scope of agglomeration economies will depend on the rate at which these flows decrease with distance. 

In the next sub-section we consider the empirical implementation of these ideas in the existing literature.     
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2.2. Empirical implementations 

Empirical studies of the economic benefits of agglomeration in production are concerned with 

estimation of the statistical association between a chosen measure of local economic mass and the 

productivity of firms in that locality. Firm productivity can be measured by labour productivity, wages or 

total factor productivity (TFP). TFP measures the quantity of output produced for a given index quantity 

of all inputs. Issues relating to the measurement of productivity are discussed in detail in Gibbons and 

Overman (2008) in the context of evaluation of transport improvements, where the case is made that 

wages and labour productivity are not very useful indicators of the economic benefits of agglomeration 

because high labour productivity can simply indicate high capital intensity. Total Factor Productivity is 

the preferred indicator. TFP effects from agglomeration are usually estimated using a production 

function methodology (see for example the reviews in Rosenthal and Strange 2004, and Graham 2006). 

Studies typically include  a variable representing local economic mass in a standard empirical production 

function model e.g:.  

( ), , , ,i i i i i ir f A k l x ε=   (1) 

where 
it

A  represents the level of agglomeration at location i  at time t , and other production inputs 

are capital (
it

k ), labour (
it

l ), and other observed (
it

x ) and unobserved (
it

ε ) factors. The left hand side 

(
it

r ) is typically revenue, or output derived by deflating revenues by price deflators, or value-added 

(outputs minus material inputs). Inputs can be calculated from direct information inputs such as 

employment, or from input costs. This kind of production function may be estimated at and aggregate 

(city, region etc.) or micro level (firm, plant) using statistical regression techniques. 

The focus of interest in our empirical work in this paper is the construction of the agglomeration 

term 
i

A . From the discussion of the micro-foundations of agglomeration (above), it is evident that (at 

least) two fundamental components need to be considered. Firstly, we need a variable that represents the 
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potential opportunities for a firm to benefit from these agglomeration mechanisms in their locality e.g. 

employment, population or number of firms. Secondly, we need to define what is meant by ‘locality’. 

In all existing work, the standard set up is to define 
i

A  as an aggregation of workers, firms or 

population in the geographical neighbourhood of each firm ( i ). Let us consider employment as an 

example. Locality is then either defined using predefined statistical or administrative zones, or, more 

generally, by aggregating employment with higher weights applied to locations close to firm i , and 

lower weights to locations further a-field
2
. This type of agglomeration index has the general structure: 

( )it ijt jt

j i

A a c z
≠

=∑  (2) 

where the weights ( )ijt
a c  are decreasing in the costs or time 

ijt
c  incurred in moving between place i  

and places j , and  
jt

z  is the variable (e.g. employment) being aggregated to create the agglomeration 

index. Weights ( )ijt
a c  are chosen to apply lower weights to locations j  that are further away from 

location i . Example weighting schemes include: ‘cumulative opportunities’ weights ( ) 1
ijt

a c =  if j  is 

within a specified distance of i , zero otherwise; exponential weights ( ) ( )exp
ijt ijt

a c cα= − ; logistic 

weights  ( ) ( )
1

1 exp
ijt ijt

a c cα
−

 = + −   or inverse cost weights ( )ijt ijt
a c c α−= . 

Graham (2006) refers to 
ijt

A  as effective density, defining 
jt

z  as postcode-sector-level employment, 

setting cost (
ijt

c ) as the straight line distance between postcode sectors (
ij

d ) and imposing an inverse 

distance weighting system (referred to in the literature as ‘gravity-based’, after Newton). This means 

that: 

( )ijt ijt
a c d α−=  and 

it ijt jt

j i

A d z
α−

≠

=∑  (3) 

                                                 

2
 Note that using predefined administrative zones is equivalent to applying a weight of 1 to employment in locations that 

are close to i   in the sense that they are in the same administrative zone, and 0 to locations in other zones.  
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Thus, the effective density measure incorporates the two components that capture the amount of 

agglomeration experienced by a firm located at a site i: the quantity of employment in another location j 

(
jt

z ) and the connectedness of site i with site j (
ijt

d ). The parameter α is assumed greater than zero, such 

that employment at place j has less and less potential influence on a firm at site i as the distance between 

i and j increases. The larger the value α , the more rapidly the potential effect of employment diminishes 

with distance 
ij

d . For example, if 1α = ,the weight attached to employment decays inversely with 

distance (employment 10km away from a firm has 1/10th the effect on effective density as employment 

1km away). Graham (2006) sets 1α = .  

Note that it is not really necessary to specify 
it

A  as a single variable. This approach is commonly 

used because the goal is to estimate a single parameter for the effect of agglomeration on production, for 

example specifying Equation (1) as  
it it

r A other factorsρ= +  . An alternative approach is to represent 

agglomeration through employment at several discrete distance (or time) bands e.g. 

 
it j jt

j

r z other factorsρ= +∑ . In this second case, a set of estimated parameters  (
j

ρ ) measure how the 

agglomeration effects decline with distance. We will apply both these specifications in the empirical 

work below. Comparison of these two representations makes it clear that the agglomeration parameters 

ρ  and distance decay parameter α  in effective density measures such as Equation (3) are rather closely 

related. In fact it is only possible to get separate estimates of ρ  and α  (i.e. they are only "separately 

identified") assuming particular functional forms like Equation (3)
3
. Although this distance-decay or 

gravity functional form is very ad-hoc, it is widely used, and has the advantage that the choice of units 

                                                 

3
 For example, if we instead specified ln

j

i

j ij

z
A

d
α

ρ ρ= ∑ , then ln ln
i j ij

j j

A z dρ ρ αρ= −∑ ∑  but the first term  

just the total sum of log employment and does not vary across firm locations, so we could only estimate  the product αρ  

from the sum of log distances, which does vary by location. 
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for distance used does not matter very much, because the effects are easily rescaled.
4
 This does not apply 

for exponential functional forms, which is one reason for preferring an inverse distance weighting 

scheme. 

2.3. Lessons from the existing literature 

The goal of the current research is to provide guidance on appropriate weighting scheme for use in 

production function based estimates of the effects of agglomeration on productivity, to be applied in 

transport appraisal. Specifically, we wish to estimate α in the inverse distance-weighted effective density 

specification in Equation (3).  

The reason we model agglomeration using weights that decrease with distance is that interactions 

between people and firms are expected to decrease as distance increases. The broad reason for this 

decrease is that interaction and transportation becomes more costly with distance, so flows of goods 

people and information between places decreases with distance. In other words, decreasing distance 

weights are simple shorthand for the cost of transporting goods or people over distance, or the higher 

costs that agents face in interacting with each other over increasing distances. However, theory does not 

reveal precisely how agglomeration economies should be generated or distributed across space, and does 

not provide a clear case to support the use of particular functional forms and parameter values to 

represent proximity. This specific functional relationship is likely to depend on what it is that is being 

transported, or what kind of interactions we have in mind, and so the appropriate specification for 

production-related agglomeration indices could well vary by industrial sector. Theory often imposes 

specific assumptions about the way transport costs enter into models of economic behaviour, and 

sometimes these assumptions can be crucial to the model tractability and predictions. However, it must 

                                                 

4
 i.e. ( ) ( )A d A d

αλ λ−= . 
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be recognised that these are assumptions and not predictions, and the argument that these assumptions 

are necessary to solve theoretical models is poor justification for their use in empirical analysis. 

Questions about the rate and functional form of distance decay are essentially empirical questions 

about the magnitude and nature of transport and connectivity costs. These questions have been addressed 

before many times in different contexts from ours. In this section we consider what can be learnt from 

this previous work about the appropriate specification for agglomeration indices, drawing on lessons 

from four fields a) market access in economic geography; b)  transport accessibility analysis; c) the 

analysis of ‘spatial interaction’ or flows of goods and people in the trade, commuting and migration 

literature; and d) the technique of spatial ‘surfacing’ or smoothing. The following review is by no means 

exhaustive, but conveys the flavour of work in the field and the main messages from it. 

2.3.1. Market access and new economic geography 

This effective density measure in Equation (3) is identical in structure to one form of ‘market 

potential’ measure and ‘population potential’ measure (Harris 1954) that has been widely used in the 

economic geography, regional science, trade and spatial economics literature. Market potential variables 

typically use area expenditure, income or sales rather than employment in the numerator of (1), whereas 

population potential uses residential population. The idea of market potential measures is to create an 

index of consumer demand, or the market for a product, based on the expenditure, income or number of 

consumers in neighbouring regions. 

A recent resurgence of interest in market potential measures has arisen because of the relevance  of 

market access to New Economic Geography models of geographic concentration. These theoretical 

models make use of ‘iceberg’ transport costs after Samuelson (1954). In this set up, transport costs to a 

region result in a proportional increase in price, relative to price in the producer’s home region e.g. a 

10% transport cost means that the price at the destination is 1.1 times the producer price. This idea has 

been extended to allow for continuous distance, by assuming that the price at the destination grows with 

distance between origin and destination according to an exponential rule. This assumption in turn implies 
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that purchasing power in destination regions decreases with distance from source according to an 

exponential decay function (e.g. ( )exp
i j ij

p p dα= − ) suggesting an exponential decay weighting 

structure for ‘market potential’ indices (Fujita et al 1999).  This formulation appears in empirical work 

that implements market potential measures in NEG models (Hanson 2005, Mion 2005), although there is 

no a priori reason for believing that the iceberg transport costs assumption is tenable, or that the 

exponential system is to be preferred over any other distance decay structure. On the contrary, McCann 

(2005) argues that the exponential iceberg costs assumption – which implies that it costs just as much per 

unit to transport 10,000 units as 10 units, and  costs less per mile to transport a unit 10 miles than to 

transport it 100 miles  – sits uncomfortably alongside evidence of economies of scale and distance in 

transport. 

The theoretical foundation of NEG is often invoked to guide other aspects of the construction of 

market potential indices. For example, Head and Mayer (2004) construct sector-specific market potential 

indices based on a the sector-specific imports of neighbouring regions, with adjustments for international 

border effects, where all these components are given structural interpretations based on NEG and are 

derived from a first stage model of bilateral interregional trade flows. However, the authors assume a 

distance-decay function of the type in Equation (3) when aggregating these components to create market 

potential. They do estimate rates of distance decay from trade data (see section 2.3.3 below), which they 

find  to be between -0.8 and -2.0, dependent on industry. However, they also find that a simple market 

potential index of the Harris (1954) form statistically outperforms their more complex theoretically 

derived index. 

On balance then, the theoretical foundation of NEG provides no predictions about the rate at which 

we can expect agglomeration effects to decline with distance (which depend largely on transport costs), 

and so does not guide  functional form or parameters in the construction of empirical agglomeration 

indices. Some studies estimate the distance decay structure in prices and spending power implied by 

transport costs (i.e. prices rise with distance from sources of production) e.g. Hanson (2005), Mion 
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(2004), Niebuhr (2006). Unfortunately the parameters they estimate are rather difficult to transfer to 

other contexts. 

2.3.2. Accessibility in transport analysis 

The accessibility and market potential measures described above are also identical in form to 

accessibility indices commonly used in transport analysis (e.g. El-Geneidy and Levinson 2006, 

Vickerman, Spiekermann and Wegener 1999). Transport accessibility indices typically differ from 

market and population potential indices in that they measure distance or travel times along existing 

transport networks, rather than straight line or other distances based purely on relative geographical 

location. Sometimes, these distances and times are converted into generalised transport costs using 

estimates of the monetary value of travel time, fuel costs etc. derived from elsewhere - see for example 

Combes and Lafourcade (2005), Graham (2006).  

Accessibility, market potential, population potential or effective density measures based purely on 

geographical distance create a measure of economic mass at a particular spatial location that depends 

only on the amount of ‘local’ employment and how far away that employment is. Superficially, it looks 

as if effective density is only useful for evaluating the effects of interventions that change the number of 

workers at a given distance, or move workers closer. Whilst useful when thinking about urban housing 

policy or policy to attract in-migrants, this does not appear directly useful for evaluating the effects of 

transport improvements. However, distance in this framework is simply a proxy for transport costs or 

time. Given a fixed set of transport infrastructure and a fixed transport policy regime, a distance of, say 

10km, has a corresponding (average) travel time or travel cost. To work from a proposed or actual 

transport improvement to a change in effective density, we need only convert the expected reduction in 

travel times or travel costs in each direction into an equivalent reduction in distance, under the conditions 

in which the effective density was calculated. For example, if a proposed transport improvement reduces 

travel costs to the east of site by 20%, then the new effective density at that site will change in way that 
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is equivalent to moving employment to the east 20% closer (i.e. we need to recalculate effective density 

with distances in the direction of the transport improvement reduced by 20%). 

As discussed above, the more direct way to  incorporate transport costs or times into estimates of 

local economic mass is to base these estimates on existing transport costs or times rather than geographic 

distances. In this case, local employment counts are aggregated up using a penalty that increases with 

travel costs or times rather than simple distance
5
. It is then easy to see how to convert a policy-induced 

change in travel costs or time into a change in accessibility. The drawback of this approach and the 

reason Graham (2006) uses straight line distances in effective density calculations, rather than network 

distances, times or costs is that the existing transport network and service is in part dependent on 

transport demand, which is in turn dependent on the level of economic activity and productivity in a 

given location. There is thus a risk of inferring that closer connection to employment increases 

productivity, when it is in fact productivity that has encouraged closer connections through development 

of the existing transport network. Similar problems arise when trying to calculate international or 

regional market potential measures using trade flows. There is also an additional computational and data 

burden in calculating fully specified transport accessibility indices that require information on network 

distances and/or times. 

Construction of indices based on transport costs faces the same problems of functional form and rate 

of distance decay as indices based on straight-line distances. This strand of literature has fairly little to 

add in terms of empirical answers to these questions. More useful guidance on rates of distance decay 

and functional forms comes from the literature that models flows of people, goods and information 

between places, and the rate at which these flows decline with distance and time between places. We turn 

now to this literature. 

                                                 

5
 Or, employment could be aggregated up within concentric travel time bands (0-15 mins, 15-30mins, 30-45 mins etc.). 
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2.3.3. Modelling spatial interaction: Trade, migration, commuting and information 

Many fields of investigation model flows of things between predefined sets of origins and 

destinations. This line of enquiry is relevant to us because the distance, or cost, of moving between each 

origin point and each destination point is a key variable in theoretical and empirical analysis. 

The theoretical foundations of these analyses are varied.  In the field of transport, commuting and 

migration, statistical foundations based on entropy (Wilson 1970) and spatial interaction (Fotheringham 

O’Kelley 1989) were common. However, these foundations have largely given way to the utility or profit 

maximising choice-based framework of the Random Utility Model (e.g. Tversky 1972, ), but theoretical 

approaches alone provide no guidance on how rapidly flows decrease with the distance between origin 

and destination. 

Typical empirical applications include the analysis of trade flows, migration (human and non-

human) and commuting. At their most basic, these applications involve estimation of regression models 

in which flows between locations are explained by a range of characteristics of origin and destination, 

and the distance between them.  Typically, these flows, distance and explanatory variables are 

transformed to natural logs and models in this forms are commonly referred to as ‘gravity’ models. 

These aggregate flow models have equivalent micro-level representations, which, for example model the 

probability that an individual at a given origin makes a given destination choice. In either case, empirical 

applications can provide us with information about how the connectivity between places is affected by 

the distance between them i.e. the rate of distance decay. Whilst we cannot provide a comprehensive 

survey we briefly discuss the key findings relevant to agglomeration economies in production. 

Firstly, we expect trade in goods to be an important factor linking firms. A recent meta analysis of  

gravity models of international trade flows (Disdier and Head 2008) suggests that the elasticity of trade 

with respect to distance is about -0.9 on average. This result provides some empirical support for the the 

common choice of α = -1 in effective density/market potential indices of the type in Equation (3). 

However, there is no guarantee that  this result carries over to intra-national, intra-regional and intra-
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urban transport of goods. Estimates from intra-national trade flows do, however,  produce similar results, 

e.g. Wolf (2000) estimates a slightly lower figure (0.77-0.81) for intra-US-state trade, and Brown and 

Anderson (2002) find elasticities of around -0.8 to -1.2 from trade between US states, and between 

Canadian provinces. 

Secondly, commuting links firms together via the labour market. Far fewer recent studies provide 

helpful estimates of the costs of distance in personal travel. Johanssen Klaesson and Hanson (2004) 

consider commutes in Sweden and show (unsurprisingly) that commuting time deters commuting, and 

that sensitivity to time is higher for intermediate commutes (inside region), than for short (within 

municipalities) or long (between region) distances. Unfortunately they do not provide the information 

necessary to translate their parameter estimates into a form that could be compared with the distance-

decay parameters in which we are interested. Older work, such as Hansen (1959), Fotheringham (1981) 

suggests parameter values ranging from 0.5 to 3 depending on trip purpose and study area, but Hansen 

(1959) cites a figure of -0.9 for work trips, and Fotheringham's own average estimate is -0.9. More 

recently, de Vries et al 2004 estimate a number of commuting-cost elasticities based on alternative 

specifications, and conclude that a logistic specification provides the best fit for their data on commuting 

patterns in Denmark. In their inverse-cost decay specifications, they estimate a cost decay parameter, 

analogous to the alpha parameter in which we are interested,  of around -2. In summary, the literature 

provides rather a wide range of estimates on the elasticity of commuting with respect to distance or other 

cost measures, and these estimates are quite context-dependent. 

The final channel of connectivity is information and communication. Only one study of which we 

are aware provides estimates that are directly relevant: Blum and Goldfarb (2006) show that US web site 

visitors are more likely to visit sites in nearby countries than more distant countries. Even when no on-

line purchase is involved the elasticity of visits with respect to distance is over -1, implying that distance 

imposes costs on connectivity even on-line. 

 



 

 - 14 - 

2.3.4. Spatial smoothing of surfacing 

Another class of method for estimating distance decay functions and parameters appears as 

'surfacing' or 'interpolation' in geographical terminology, 'smoothing' or 'kernel regression' in 

econometrics and statistics. The terms refer to the process of averaging local population, employment or 

other spatially distributed data values to create a smooth spatial surface. The general approach is to find 

the functional form and distance decay parameter(s) that generates a surface that best fits the data from 

which it is generated. Typically this means maximising the correlation between the original data values 

and the surface predictions. Coombes and Raybould 2001 carry out this purely data-driven  exercise 

using various GB ward-level census characteristics and an inverse-distance (gravity) weighting system, 

and arrive at an optimal α parameter of around -1.5. Song (1996) uses a similar methodology for Nevada, 

but bases the estimation on the effectiveness of smoothed employment counts (accessibility of jobs) in 

explaining population density in regression models. The theoretical reasoning is that population density 

at any location should be driven by the accessibility of employment from that location. The conclusion is 

that an inverse distance weighting function with α = -1 is more effective than any other, including 

exponential and more elaborate functional forms. In other words, the original functional form of Harris 

(1954 - see above) is as good as any other when assessed under this criterion. 

 

In summary, it is hard to draw any solid conclusions from the diverse strands of literature that have 

considered these questions of distance decay.  Typical estimates suggest that the elasticity of flows of 

goods and people with respect to distance is in the order of -1, and other methods have come up with 

similar parameters for rates of distance decay in accessibility indices and market potential measures. 

However, estimates range quite widely, and there is no definitive answer to the question of the most 

appropriate functional form for these indices. The main feature that the indices need to incorporate  is 

that interaction across space declines with distance, and the specific shape of this decay may not be 
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important. There is no evidence to suggest that a simple inverse-distance function underperforms in this 

context relative to other more complex measures.   

 

 

3. Econometric Approach   

The equation we are trying to identify takes the following form 

it it it
Aω ρ ε= +  (4) 

where 
it

ω is some productivity measure and 
it

A  is a measure of urbanisation/agglomeration as 

discussed above. Our main productivity measure is total factor productivity TFP which relates output to 

all factor inputs. We are working with firm level data which allows us to look at firm level revenues but 

not output quantities. So that, from (1): 

it it k it m it l it
r k m lω β β β= − − −  (5) 

where , , ,
it it it it

r k m l  are the (log) firm level revenue, capital, intermediates and labour, respectively. 

This has two implications. Firstly, we are looking at revenue TFP (RTFP) rather than TFP which has 

implications for our findings that we will discuss in more detail below. Secondly, to assess the impact of 

urbanisation on RTFP we need firstly unbiased estimates of the β  coefficients in equation (5) and 

secondly of ρ  in equation (4). 

We employ a number of different approaches for that purpose. Firstly, we simply run regressions of 

the form 

it it k it m it l it it it
r A k m lρ β β β ε η= + + + + +  (6) 

In which firm-specific unobserved components are 
it

ε  and 
it

η . Below we refer to this as the 

regression based RTFP estimate. While a good benchmark it is problematic because both, the production 

factor variables and urbanisation are potentially correlated with  
it

ε  i.e. more productive firms are likely 
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to employ more factor inputs and there might be a systematic selection of firms across space according to 

their productivity. 

The simplest way to address the production factor endogeneity is to assume that there is constant 

returns to scale, perfect competition and all factors adjust immediately to any productivity shocks. In this 

case unbiased estimates of the β s can be obtained by computing each factors' cost share
6
: 

xt it
xit

it

W X
S

R
=  and ˆ shares

x x
Sβ =  

(7) 

Consequently, we get 

ˆ ˆ ˆshare shares shares shares

it it k it m it l it
r k m lω β β β= − − −  (8) 

which we regress on urbanisation 
it

A .
7
 

3.1. A control function approach 

The above method still does not address the potential endogeneity of
it

A . Also it requires very 

restrictive assumptions on firm behaviour. To deal with this we develop the following control function 

approach to production function estimation (Olley Pakes, Levinsohn Petrin, Martin). 

Control function approaches derive conditions under which productivity can be proxied by state 

variables and control variables, i.e. 

( ),it it itzω φ π=  (9) 

                                                 

6
 We use the average cost share between firm i and the median firm in a given sector at a given point in time: 

( )tMedianXXitXit SSS ,,
2

1
+=  This approximates a flexible functional form production function (Bailey et al. 1992,Klette, 

1998, Martin 2005). 

7
 Factor shares for firm i are computed as the average factor share between the median firm and firm i We also use log 

median deviations for revenue and production factors. This implies that we approximate a flexible production function 

(Bailey, Martin). 
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where ( ).φ  is an unkown function that will be determined through a non-parametric procedure, 
it

π is 

the proxy variable
8
 and 

it
z is a vector of firm level state variables

9
. Control function approaches are 

motivated by an assumption about firm behaviour; e.g. Olley and Pakes (1994) need to make 

assumptions about the dynamic optimisation behaviour of firms to show that a firms investment function 

is monotone in its (to the econometrician unobserved) productivity, conditional on various state 

variables. If this is the case an inverse function of the investment function exists and we can write and 

non-paremtrically estimate a function such as equation 9 with investment as proxy variable (instead of 

net revenue). When using net revenue (revenue minus expenditure on variable production factors) as in 9 

we make similar argument using less restrictive assumptions about the short term optimisation behaviour 

of firms (Martin, 2008). 

We start by assuming that  urbanisation 
it

A  is not a state variable. This assumes away that 

urbanisation has any impact on firm behaviour and firm profits other than through its impact on RTFP. 

Of course this might be restrictive. Two issues in particular would violate this assumption: Firstly, if 

urbanisation affects the market power of firms and secondly if urbanisation has an impact factor costs 

such as wages. We therefore relax this assumption below. However, again it is a good benchmark to 

maintain the assumption at first. Note that it supports the following very simple strategy to get to an 

unbiased estimate of ρ . It suffices to run a linear regression of the following equation: 

( ),share

it it it it itA kεω ρ φ π η= + +  (10) 

                                                 

8
 We are using net revenue. See Martin (2008) for a justification of that. 

9
 3There are potentially many economy wide or sectoral state variables. These vanish by working with sectoral median 

deviations or by introducing sector and time controls (dummy variables). 
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where  ( ) ( ), ,it it it it it itk k Aεφ π φ π ρ ε= − =  by the maintained assumptions and ( ),it itkεφ π  is 

approximated by a third order polynomial in its arguments; i.e. net revenue and capital.
10

 

3.2. A more flexible control function approach 

Of course it might be more realistic to assume that ( ), ,it it it itA kω φ π= ; i.e. that urbanisation affects 

not only productivity in a linear way but also has a potentially non-linear impact on the proxy function. 

Estimation of ρ then proceeds in two stages. Firstly, run the following regression 

( ), ,share

it it it it it itk A kεω φ π η+ = +  (11) 

Further assuming that 
it

ε  proceeds as Markov process - i.e. ( )1it E it itvε φ ε −= + we can derive a 

consistent nonlinear least squares regression of the following equation 

( )( )1 1 1 1 1
ˆ , ,share

it it k it it E it it it k it it it it
k k A A k k A vω β ρ φ φ π β ρ η− − − − −+ = + + − − + +

 

(12) 

 

where we approximate with yet another polynomial. 

3.3. Allowing for variations in market power 

A key motivation for allowing urbanisation to affect ( )φ  concerns from its impact on market 

power. Note however that equation (12)  still maintains that market power is constant across all firms as  

k

γ
β

µ
=  

(13) 

                                                 

10
 Note that this procedure corresponds to the usual first stage in control function approaches to production function 

estimation. We can restrict ourselves to the first stage only because, by our current assumptions, urbanisation affects 

productivity linearly (i.e. is Hicks Neutral) and – unlike capital – it only affects productivity, but not the production function. 
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where µ  is the markup of prices over marginal costs. We relax this assumption by assuming that 

1

µ
varies linearly with urbanisation: 

0 1k k k it
Aβ β β= +  

Our second stage regression (12)  thus becomes 

( )(0 1 1 1 1 1 1
ˆ , ,share

it it k k it it E it it it k it it it it
k A A A k k A vω β β ρ φ φ π β ρ η− − − − −+ = + + + − − + +

 

(14) 

We then interpret a positive value for 1k
β  as evidence that urbanisation reduces market power - i.e. 

µ   smaller for firms in more urban areas.  

3.4. Labour productivity 

As a reference result we also compute results where we simply use labour as a dependent variable in 

(4); i.e. log value added divided by the number of employees: /
it it

VA L :  

3.5. Variations in wages and skill 

To account for variations in wages and skill we run all (R)TFP regressions with both a head count 

measure of labour and with using the wage bill as labour input measure. This is somewhat crude as it 

does not allow us to distinguish between wage and skill effects. Such a distinction is however important 

as they have different welfare implications. Below we find that any spillover effects (significant and 

positive \rho) greatly reduce and sometimes disappear when using the wage bill measure. If this is driven 

by skill variation then the conclusion is correct that there are no positive spillovers. If it is driven by 

wage variations it simply means that employees, rather than firms manage to appropriate much of the 

spillover. Consider therefore our two measures as an upper (head count labour measure) and a lower 

bound (wage measure) of the actual spillovers. In future research we will address this further by 

introducing explicit regional controls for skill. 

3 Computing urbanisation measures and their decay 
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We use a number of agglomeration measures. All are based on aggregate employment measures at 

various size bands which we computed for each firm in our sample individually; i.e. employment at size 

band θ with lower radius 0r θ and upper radius 1rθ is defined as 

{ }0 1,i i

it jt

j r r

L L
θ θ

θ
∈

= ∑  (15) 

where { }0 1,i ir rθ θ  is the set of all business units located within the boundaries of size band  θ  at time 

t. 

Below we experiment with a number of different size band resolutions. Our finest resolution at 

present has boundaries as 2.5, 5, 10, 25, 50 and 75 km. We use these bands to compute 3 types of 

urbanisation measures. Firstly, we include the complete set size band employments as our measure of 

it
A in equation (4): 

ln
it it

A Lθ
θ

θ

ρ

ρ
=∑  

(16) 

To study decay of agglomeration spillovers we can examine how θρ  declines as we move to 

distance bands that are further away. 

Secondly, we look at  

1ln
it it

A L dθ θ
θ

−= ∑  (17) 

where dθ  is the distance at the mid point of distance band θ . This has been the measure of choice in 

much of the previous literature. It implicitly assumes that spillovers decay in inverse proportion with 

distance. This might be restrictive. Our third measure is therefore a more general version of (17): 

ln
it it

A L d α
θ θ

θ

−= ∑  (18) 

 

where we allow spillovers to decay at rate α , and where this parameter is estimated using a non 

linear least squares regression of equation (4). 
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4. Results 

 

The report is concerned both with the effect of agglomeration on TFP and with the distance decay of 

agglomeration effects. Table 1 below summarises the main findings from the empirical work. Detailed 

results using different estimators and different approaches to distance decay are given in the appendix.  

 

Table 1: Summary of empirical results: control function specification, non-linear estimation of alpha. 

  sic agglomeration elasticity alpha 

Manufacturing 15-40 0.021 1.097 

Construction 45 0.034 1.562 

Consumer services 50-64 0.024 1.818 

Business services 65-75 0.083 1.746 

    Economy (weight aver.) 15-75 0.043 1.655 

 

The values shown in table 1 are from the control function specifications with non-linear least 

squares estimation of alpha. This is our preferred specification for the following reasons: 

1. It offers a flexible representation of TFP which addresses potential sources of endogeneity within 

the production function (i.e. unobserved productivity). 

2. It allows for an endogenous relationship between agglomeration and productivity. 

3. The Markov specification draws on variation over time rather than across firms, and thus 

effectively eliminates the influence of unobserved firm level heterogeneity. 

4.  It provides a direct estimate of the distance decay parameter.  

 

The table shows an agglomeration elasticity of 0.04 averaged across the four broad sectors of the 

economy
11

. For manufacturing and consumer services we estimate elasticities of 0.02, for construction 

                                                 

11
 The elasticity for the economy as a whole is a weighted averages of the industry values where the weights are based 

on the proportion of total British employment in each sector. 
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0.03 and for business services 0.08.  Thus, we find a pattern of estimates consistent with those reported 

previously (e.g. Graham 2005, 2006), which show variation across industries in the effect of 

agglomeration on productivity with business service sectors enjoying the largest effects. However, while 

the basic pattern across industries is the same, the magnitude of the estimates is substantially smaller. 

Some possible reasons for this are:  

1. The panel approach we use here deals much more effectively with unobserved heterogeneity than 

the previous studies by Graham. Thus, if the occupational structure of industries (or the ‘quality’ 

of labour) is jointly distributed with agglomeration, the approach used here should be more 

effective in identifying the effect of agglomeration net of such unobserved confounders.  

2. The ARD data allow for a more accurate representation of TFP because we can measure the use 

of intermediate inputs as well as labour and capital.  

3. The estimates reported here are not subject to any restrictions on firm size, in contrast to Grahm’s 

previous studies which were based exclusively on samples of firms with less than 100 

employees). 

4. The 2 digit industry mix of the samples is different (see table 2 below). In the ARD data, 

financial services form a small component of producer services and transport services form a 

small component of consumer services. Both of these sectors showed high elasticities in 

Graham’s previous work so we would expect these differences in industry mix to yield smaller 

elasticities. 
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Table 2: Two digit breakdown of the sample. 

sic92_2dig descript groups obs 

15 Food manu 2893 

17 Textile  manu 1243 

18 Apparel manu 307 

19 Leather manu 18 

20 Wood manu 127 

21 Paper  manu 847 

22 Publishing  manu 2681 

24 Chemical  manu 1550 

25 Plastic  manu 1962 

26 Mineral  manu 947 

27 BasicMetalls  manu 1264 

28 FabricatedMetalls  manu 3161 

29 MachineryOther  manu 3286 

30 OfficeMachinery  manu 312 

31 ElectricalMachineryOther manu 1127 

32 TVCommunication  manu 866 

33 OpticalPrecision  manu 1286 

34 Vehicles  manu 1228 

35 OtherTransport  manu 810 

36 Furniture/nec manu 2066 

45 Construction construct 12044 

50 MotorTrade consserv 6271 

51 Wholesale consserv 6295 

52 Retail consserv 1453 

55 HotelsRestaurants consserv 5232 

60 LandTransport consserv 38 

61 WaterTransport consserv <10 

63 TravelSupport consserv 40 

64 PostTelecom consserv 32 

65 Financial busserv 57 

66 Insurance busserv 105 

67 AuxilliaryFinancial busserv 626 

71 MachineryRenting busserv 1145 

72 ComputerServices busserv 3023 

73 R&D busserv 282 

74 OtherBusinessServices busserv 3002 
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Table 1 also shows estimates of the distance decay parameters.  For manufacturing the estimate is not far from 1.0, 

for construction the estimate of alpha is 1.6, and for consumer and business services the estimate is around 1.8. 

This implies that the effects of agglomeration diminish more rapidly with distance from source for service 

industries and construction, than for manufacturing.  

 

The remaining tables in this results section show more detailed results on the effect of distance from 

regressions based on a pooled sample across the four industry groups.  Table 3 shows regressions with 3 

distance bands for different productivity measures. Column 1 reports results for labour productivity. We find 

a positive and significant agglomeration effects for the closest band of 0 to 25km and a somewhat smaller less 

significant effect for the 25 to 50km band. When moving to factor share based TFP in column 2 and simple 

regression based TFP in columns 2 and 3 the 0 to 25km effect becomes smaller but is still significant. A decline 

when moving from simple labour productivity to TFP is plausible. Labour productivity ignores that firms in 

different areas might be substituting labour for other production factors. For example, if wages are higher in more 

urbanised areas, it islikely that firms substitute away from labour which would explain the observed differences. In 

column 4 we use wage costs rather than employment as a measure for labour inputs. This renders all 

agglomeration effects insignificant. As discussed above, this could be driven by two separate issues: Firstly, wages 

(for the same kind of labour input) vary between different areas and secondly, firms in different areas might be 

employing different types of labour inputs (skill differences). The former would imply that any effects found when 

using labour inputs would be indeed a spillover whereas the latter would suggest that firms in more urbanised 

areas use different inputs but don't have necessarily higher productivity. We will explore this issue is further 

research by including spatially varying skill measures. Columns 5 and 6 explore what happens if we do not control 

for intermediate inputs. This is primarily for reference purposes as many earlier studies relied on firm level 

datasets without intermediate input information. Note that for regression based TFP this makes a big difference; 

e.g. the urbanisation coefficient doubles between column 4 and 7. This is not surprising as it measures now both: 
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the impact of urbanisation on TFP and intermediate input usage. The difference is less noticable when using the 

control function approach (column 7 vs 9). Again this is to be expected: if material inputs adjust flexibly to 

changes in TFP then the control function approach of colums 7 to 9 perfectly controls for the ommission of 

intermediate inputs. In Table 7 we repeat the exercise with higher resolution distance bands (0 to 2.5, 2.5 to 5, 5 to 

10, 10 to 25km. In our prefered specification (Column 7) this leads to a significant value only for the 0 to 2.5km 

coefficient. The other coefficients are positive but not significant. We suggest that this is because of 

multicollinearity problems in the more detailed bands. 

Table 4 by contrast reports results for the urbanisation measure described in equation (17).In our prefered 

specifaction (column 7) this leads to an elasticity of urbanisation on TFP of 1.9%. 

In table 5 we use a non linear least squares approach (see equation (18)) to estimate not only the marginal 

impact of urbanisation but also an appropriate decay factor. Looking again at column 7 we find a point estimate 

1.097 which is not siginificantly different from 1. Correspondingly, the urbanisation elasticity is with 2.1% close 

to what we found in table 3. 

In Table 6 we relax the rather stringent restrictions we imposed so far when pursuing the control function 

approach. This requires a two stage approach where we identify urbanisation effects from changes over time. With 

the sample data we are using this creates the additional complication that we loose those observations of firms 

which are not sampled in consecutive years. For reference, in table 6 we first reproduce the simple control function 

approach with the smaller sample in columns 1 and 2. We find somewhat smaller urbanisation coefficients on this 

smaller sample, however they are still significant at 5% for head count labour in column 1 (the equivalent of 

column 7 in the earlier tables) and at 10% for wage cost labour in column 2 (equivalent to column 8 before). Using 

the advanced control function approach suggests even smaller point estimates of 0.6% with head count labour, 

which are still strongly different from 0 however. With wage cost labour we do not find a significant coefficient 

any more. 

The advanced control function approach allows the market power parameter to vary with the degree of 

urbanisation. When using head count labour in column 5 this suggests that market power is higher in more 

urbanised areas in column 5. This is consistent with the idea that closeness to customers in urbanised areas gives 

firms there the opportunity to charge higher markups over marginal costs. 
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Table 3: Regression results with employment bands 

 (1) (2) (3) (4) (5) (6) (7) (8) (9) 

 

Labour 

productivity RFTP RFTP RFTP RFTP RFTP RFTP RFTP RFTP 

  log(VA/L) Factor Shares Regression based Control function 

ln(L) 0 to 25 km 0.029*** 0.011*** 0.014*** 0.001 0.022*** 0.001 0.013*** 0.005*** 0.016*** 

 (0.007) (0.004) (0.003) (0.003) (0.006) (0.005) (0.002) (0.002) (0.006) 

ln(L) 25 to 50 km 0.017* 0.002 0.007 0.006 0.015* 0.012 0.002 -0.000 0.007 

 (0.009) (0.005) (0.005) (0.004) (0.009) (0.008) (0.003) (0.003) (0.008) 

ln(L) 50 to 75 km 0.003 0.009** 0.003 -0.004 0.014* 0.002 0.003 -0.001 0.012* 

 (0.008) (0.004) (0.004) (0.004) (0.008) (0.007) (0.003) (0.002) (0.007) 

Controling for 

material inputs 
no yes yes yes no no  yes yes no 

Headcount labour 

input 
yes yes yes no yes no yes no yes 

Total Labour 

costs 
no no no yes no yes no yes no 

Age controls yes yes yes yes yes yes yes yes yes 

3 digit sector 

controls 
yes yes yes yes yes yes yes yes yes 

Coefficients vary 

at 3 digit sector 

level 

no yes yes yes yes yes yes yes yes 

obs 21363 21363 21363 21363 21363 21363 21363 21363 21363 

Source: Authors' calculations based on ARD data. 

Notes: The table shows regressions of various productivity measures on employment at various distance bands. All production 

function coefficients are allowed to  vary at the 3 digit level. 
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Table 4: Regression results imposing α = 1 

 (1) (2) (3) (4) (5) (6) (7) (8) (9) 

 

Labour 

productivity RFTP RFTP RFTP RFTP RFTP RFTP RFTP RFTP 

  log(VA/L) Factor Shares Regression based Control function 

urbanisation with α=1 0.051*** 0.021*** 0.025*** 0.004 0.047*** 0.011** 0.019*** 0.005*** 0.030*** 

 (0.006) (0.003) (0.003) (0.003) (0.005) (0.005) (0.002) (0.001) (0.005) 

Controling for 

material inputs 
no yes yes yes no no  yes yes no 

Headcount labour 

input 
yes yes yes no yes no yes no yes 

Total Labour costs no no no yes no yes no yes no 

Age controls yes yes yes yes yes yes yes yes yes 

3 digit sector 

controls 
yes yes yes yes yes yes yes yes yes 

Coefficients vary at 

3 digit sector level 
no yes yes yes yes yes yes yes yes 

obs 21363 21363 21363 21363 21363 21363 21363 21363 21363 

Source: Authors' calculations based on ARD data. 

Notes: The table shows regressions of various productivity measures on an urbanisation measure with decay parameter α=1. 

All production function coefficients are allowed to  vary at the 3 digit level. 
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Table 5: Regressions results when estimating α 

 (1) (2) (3) (4) (5) (6) 

 

Labour 

productivity RFTP RFTP RFTP RFTP RFTP 

  log(VA/L) Factor Shares Regression based Control function 

Marginal Impact of u 0.060*** 0.026*** 0.032*** 0.060*** 0.021*** 0.006*** 

ρ (0.006) (0.003) (0.003) (0.006) (0.002) (0.002) 

Decay of agglomeration effects 1.017*** 0.894*** 1.054*** 0.757*** 1.097*** 1.320*** 

α (0.170) (0.221) (0.163) (0.180) (0.157) (0.462) 

Controling for material inputs no yes yes yes yes  yes 

Headcount labour input yes yes yes no yes no 

Total Labour costs no no no yes no yes 

Age controls yes yes yes yes yes yes 

3 digit sector controls yes yes yes yes yes yes 

Coefficients vary at 3 digit 

sector level 
no yes yes yes yes yes 

obs 21363 21363 21363 21363 21363 21363 

Source: Authors' calculations based on ARD data. 

Notes: The table shows non linear regressions of various productivity measures on an urbanisation measure with un-

dertimened agglomeration effect decay. All production function coefficients are allowed to  vary at the 3 digit level. 
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Table 6: A more general control function approach 

 (1) (2) (3) (4) (5) (6) 

  Control Function 1 Control Function 2 

ln(L) 0 to 25 km 0.009*** 0.004* 0.006*** 0.002 0.005*** 0.002 

 (0.002) (0.002) (0.002) (0.001) (0.002) (0.002) 

ln(L) 0 to 25 km X ln(K)      -0.002*** -0.001 

      (0.001) (0.001) 

Controling for material inputs yes yes yes yes yes yes 

Headcount labour input yes no yes no yes no 

Total Labour costs no yes no yes no yes 

Age controls yes yes yes yes yes yes 

3 digit sector controls yes yes yes yes yes yes 

Coefficients vary at 3 digit sector 

level 
no yes yes yes yes yes 

obs 7565 7565 7565 7565 7565 7565 

obs first stage     21363 21363 21363 21363 

Source: Authors' calculations based on ARD data. 

Notes: The table shows non linear regressions of various productivity measures on an urbanisation measure with un-

dertimened agglomeration effect decay. All production function coefficients are allowed to  vary at the 3 digit level. 
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Table 7: Regression results with high resolution employment bands 

 (1) (2) (3) (4) (5) (6) (7) (8) (9) 

 

Labour 

productivity RFTP RFTP RFTP RFTP RFTP RFTP RFTP RFTP 

  log(VA/L) Factor Shares Regression based Control function 

ln(L) 0 to 2.5 km 0.011** -0.001 0.001 -0.006** 0.003 -0.008* 0.004** -0.000 0.011** 

 (0.005) (0.003) (0.003) (0.003) (0.005) (0.005) (0.002) (0.001) (0.005) 

ln(L) 2.5 to 5 km 0.006 0.004 0.005 0.004 0.003 0.003 0.001 0.001 -0.005 

 (0.006) (0.003) (0.003) (0.003) (0.006) (0.006) (0.002) (0.002) (0.006) 

ln(L) 5 to 10 km -0.002 0.005 0.004 0.004 0.005 0.004 0.002 0.003 0.004 

 (0.007) (0.004) (0.004) (0.003) (0.007) (0.006) (0.002) (0.002) (0.006) 

ln(L) 10 to 25 km 0.011 -0.002 0.000 -0.005 0.005 -0.002 0.004 0.001 0.008 

 (0.009) (0.005) (0.004) (0.004) (0.008) (0.008) (0.003) (0.002) (0.008) 

ln(L) 25 to 50 km 0.024** 0.006 0.012** 0.007 0.020** 0.013 0.004 0.000 0.008 

 (0.010) (0.005) (0.005) (0.005) (0.009) (0.009) (0.003) (0.003) (0.009) 

ln(L) 50 to 75 km 0.000 0.008* 0.002 -0.003 0.012 0.003 0.002 -0.001 0.012 

 (0.008) (0.004) (0.004) (0.004) (0.008) (0.007) (0.003) (0.002) (0.007) 

Controling for 

material inputs 
no yes yes yes no no  yes yes no 

Headcount labour 

input 
yes yes yes no yes no yes no yes 

Total Labour 

costs 
no no no yes no yes no yes no 

Age controls yes yes yes yes yes yes yes yes yes 

3 digit sector 

controls 
yes yes yes yes yes yes yes yes yes 

Coefficients vary 

at 3 digit sector 

level 

no yes yes yes yes yes yes yes yes 

obs 21363 21363 21363 21363 21363 21363 21363 21363 21363 

Source: Authors' calculations based on ARD data. 

Notes: The table shows regressions of various productivity measures on employment at various distance bands. All production 

function coefficients are allowed to  vary at the 3 digit level. 
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5. Conclusions 

This report has provided estimates of the effect of urban agglomeration on productivity and how 

agglomeration externalities diminish with distance from source. The analysis is based on extensive firm level 

panel data which we use to represent total factor productivity (TFP) for broad sectors of the economy. Urban 

agglomeration is measured in terms of access to economic mass discounted by Euclidean distance.  The 

econometric specification is based on a control function approach which addresses potential sources of 

endogeneity associated with the production function and the productivity-agglomeration relationship, and which 

also allows for unobserved firm level heterogeneity. A non-linear least squares approach is used to provide a direct 

estimate of distance decay. 

 The results show an overall agglomeration effect of 0.04 across all sectors of the economy. For 

manufacturing and consumer services we estimate an elasticity of 0.02, for construction 0.03, and for business 

services 0.08. The distance decay parameter is approximately 1.0 for manufacturing, but around 1.8 for consumer 

and business service sectors and 1.6 for construction. This implies that the effects of agglomeration diminish more 

rapidly with distance from source for service industries than for manufacturing. But the relative impact of 

agglomeration on productivity is larger for services than it is for manufacturing.  
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Appendix: Detailed results.  

Table A1: Regression results with employment bands 

  manufacturing 

 

(1) (2) (3) (4) (5) (6) 

 

Labour 

productivity RFTP RFTP RFTP RFTP RFTP 

  log(VA/L) Factor Shares Regression based Control function 

ln(L) 0 to 25 km 0.031*** 0.013*** 0.015*** 0.006** 0.013*** 0.012*** 

 

(0.006) (0.003) (0.003) (0.003) (0.002) (0.002) 

ln(L) 25 to 50 km 0.020** 0.001 0.009** 0.007 0.003 0.003 

 

(0.008) (0.004) (0.004) (0.004) (0.003) (0.003) 

ln(L) 50 to 75 km 0.000 0.007* -0.002 -0.005 0.002 0.002 

 

(0.007) (0.004) (0.004) (0.003) (0.002) (0.002) 

TTWA skill level 
  

  0.204***   0.283*** 

   
  (0.039)   (0.030) 

Age controls yes yes yes yes yes yes 

3 digit sector 

controls 
yes yes yes yes yes yes 

Coefficients vary 

at 3 digit sector 

level 

no yes yes yes yes yes 

obs 27835 27835 27835 27835 27835 27835 

  construction 

 

(1) (2) (3) (4) (5) (6) 

 

Labour 

productivity RFTP RFTP RFTP RFTP RFTP 

  log(VA/L) Factor Shares Regression based Control function 

ln(L) 0 to 25 km 0.046*** 0.029*** 0.039*** 0.026*** 0.023*** 0.022*** 

 

(0.008) (0.006) (0.005) (0.005) (0.004) (0.004) 

ln(L) 25 to 50 km 0.009 -0.008 -0.003 0.002 -0.004 -0.002 

 

(0.011) (0.009) (0.007) (0.006) (0.006) (0.006) 

ln(L) 50 to 75 km 0.018* 0.006 0.011* 0.009 0.009* 0.010** 

 

(0.009) (0.007) (0.006) (0.005) (0.005) (0.005) 

TTWA skill level 
  

  0.135**   0.132** 

   
  (0.066)   (0.059) 

Age controls yes yes yes yes yes yes 

3 digit sector 

controls 
yes yes yes yes yes yes 

Coefficients vary 

at 3 digit sector 

level 

no yes yes yes yes yes 

obs 12044 12044 12044 12044 12044 12044 

Source: Authors' calculations based on ARD data. 

Notes: The table shows regressions of various productivity measures on employment at various 

distance bands. All production function coefficients are allowed to  vary at the 3 digit level. 
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  consumer services 

 

(1) (2) (3) (4) (5) (6) 

 

Labour 

productivity RFTP RFTP RFTP RFTP RFTP 

  log(VA/L) 

Factor 

Shares Regression based Control function 

ln(L) 0 to 25 

km 0.066*** 0.027*** 0.031*** 0.020*** 0.012*** 0.010*** 

 

(0.008) (0.005) (0.004) (0.004) (0.003) (0.003) 

ln(L) 25 to 50 

km 0.007 -0.005 -0.006 -0.004 -0.002 -0.002 

 

(0.012) (0.007) (0.005) (0.005) (0.004) (0.004) 

ln(L) 50 to 75 

km 0.012 0.000 0.008* 0.010** 0.001 0.003 

 

(0.010) (0.006) (0.005) (0.004) (0.004) (0.004) 

TTWA skill 

level   
  0.357***   0.321*** 

   
  (0.057)   (0.046) 

Age controls yes yes yes yes yes yes 

3 digit sector 

controls 
yes yes yes yes yes yes 

Coefficients 

vary at 3 digit 

sector level 

no yes yes yes yes yes 

obs 17968 17968 17968 17968 17968 17968 

  business services 

 

(1) (2) (3) (4) (5) (6) 

 

Labour 

productivity RFTP RFTP RFTP RFTP RFTP 

  log(VA/L) 

Factor 

Shares Regression based Control function 

ln(L) 0 to 25 

km 0.169*** 0.081*** 0.101*** 0.052*** 0.072*** 0.064*** 

 

(0.013) (0.011) (0.009) (0.008) (0.008) (0.008) 

ln(L) 25 to 50 

km -0.046** -0.024 

-

0.041*** -0.025** -0.013 -0.014 

 

(0.021) (0.017) (0.015) (0.011) (0.013) (0.013) 

ln(L) 50 to 75 

km 0.039** 0.016 0.033*** 0.032*** 0.003 0.006 

 

(0.019) (0.016) (0.013) (0.011) (0.012) (0.012) 

TTWA skill 

level   
  0.370***   0.580*** 

   
  (0.130)   (0.140) 

Age controls yes yes yes yes yes yes 

3 digit sector 

controls 
yes yes yes yes yes yes 

Coefficients 

vary at 3 digit 

sector level 

no yes yes yes yes yes 

obs 8236 8236 8236 8236 8236 8236 

Source: Authors' calculations based on ARD data. 

Notes: The table shows regressions of various productivity measures on employment at various 

distance bands. All production function coefficients are allowed to  vary at the 3 digit level. 
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Table A2: Regression results imposing α = 1 

  manufacturing 

 

(1) (2) (3) (4) (5) (6) (7) 

 

Labour 

productivity RFTP RFTP RTFP RFTP RFTP RFTP 

  log(VA/L) 

Factor 

Shares Regression based Control function 

urbanisation with 

α=1 0.056*** 0.022*** 0.026*** 0.011*** 0.053*** 0.021*** 0.019*** 

 

(0.005) (0.003) (0.002) (0.002) (0.005) (0.002) (0.002) 

TTWA skill level 
  

  0.199*** 
 

  0.215*** 

   
  (0.039) 

 
  (0.072) 

Controls for 

intermediate inputs 
yes yes yes yes no yes yes 

Age controls yes yes yes yes yes yes yes 

3 digit sector controls yes yes yes yes yes yes yes 

Coefficients vary at 3 

digit sector level 
no yes yes yes yes yes yes 

obs 27835 27835 27835 27835 27835 27835 27835 

  construction 

 

(1) (2) (3) (4) (5) (6) (7) 

 

Labour 

productivity RFTP RFTP RTFP RFTP RFTP RFTP 

  log(VA/L) 

Factor 

Shares Regression based Control function 

urbanisation with 

α=1 0.075*** 0.031*** 0.052*** 0.039*** 0.084*** 0.032*** 0.032*** 

 

(0.006) (0.005) (0.004) (0.003) (0.005) (0.003) (0.003) 

TTWA skill level 
  

  0.109 
 

  0.105* 

   
  (0.066) 

 
  (0.059) 

Controls for 

intermediate inputs 
yes yes yes yes no yes yes 

Age controls yes yes yes yes yes yes yes 

3 digit sector controls yes yes yes yes yes yes yes 

Coefficients vary at 3 

digit sector level 
no yes yes yes yes yes yes 

obs 12044 12044 12044 12044 12044 12044 12044 

Source: Authors' calculations based on ARD data. 

Notes: The table shows regressions of various productivity measures on an urbanisation measure with decay parameter 

α=1. All production function coefficients are allowed to  vary at the 3 digit level. 
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  consumer services 

 

(1) (2) (3) (4) (5) (6) (7) 

 

Labour 

productivity RFTP RFTP RTFP RFTP RFTP RFTP 

  log(VA/L) 

Factor 

Shares Regression based Control function 

urbanisation with 

α=1 0.094*** 0.029*** 0.038*** 0.027*** 0.094*** 0.015*** 0.012*** 

 

(0.006) (0.004) (0.003) (0.003) (0.006) (0.002) (0.002) 

TTWA skill level 
  

  0.328*** 
 

  0.304*** 

Controls for 

intermediate inputs 
yes yes yes yes no yes yes 

Age controls yes yes yes yes yes yes yes 

3 digit sector controls yes yes yes yes yes yes yes 

Coefficients vary at 3 

digit sector level 
no yes yes yes yes yes yes 

obs 17968 17968 17968 17968 17968 17968 17968 

  business services 

 

(1) (2) (3) (4) (5) (6) (7) 

 

Labour 

productivity RFTP RFTP RTFP RFTP RFTP RFTP 

  log(VA/L) 

Factor 

Shares Regression based Control function 

urbanisation with 

α=1 0.191*** 0.089*** 0.107*** 0.059*** 0.141*** 0.084*** 0.077*** 

 

(0.010) (0.008) (0.008) (0.006) (0.009) (0.006) (0.007) 

TTWA skill level 
  

  
-

0.289***  
  

 

   
  (0.099) 

 
  

 
Controls for 

intermediate inputs 
yes yes yes yes no yes yes 

Age controls yes yes yes yes yes yes yes 

3 digit sector controls yes yes yes yes yes yes yes 

Coefficients vary at 3 

digit sector level 
no yes yes yes yes yes yes 

obs 8236 8236 8236 8236 8236 8236 8236 

Source: Authors' calculations based on ARD data. 

Notes: The table shows regressions of various productivity measures on an urbanisation measure with decay parameter 

α=1. All production function coefficients are allowed to  vary at the 3 digit level. 
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Table A3: Regressions results when estimating α 

  manufacturing 

 

(1) (2) (3) (4) 

 

Labour 

productivity RFTP RFTP RFTP 

  log(VA/L) 

Factor 

Shares 

Regression 

based 

Control 

function 

Marginal Impact of u 0.060*** 0.026*** 0.032*** 0.021*** 

ρ (0.006) (0.003) (0.003) (0.002) 

Decay of agglomeration 

effects 1.017*** 0.894*** 1.054*** 1.097*** 

α (0.170) (0.221) (0.163) (0.157) 

Age controls yes yes yes yes 

3 digit sector controls yes yes yes yes 

Coefficients vary at 3 digit 

sector level 
no yes yes yes 

obs 21363 21363 21363 21363 

  construction 

 

(1) (2) (3) (4) 

 

Labour 

productivity RFTP RFTP RFTP 

  log(VA/L) 

Factor 

Shares 

Regression 

based 

Control 

function 

Marginal Impact of u 0.083*** 0.033*** 0.055*** 0.034*** 

ρ (0.006) (0.005) (0.004) (0.003) 

Decay of agglomeration 

effects 1.158*** 1.516*** 1.451*** 1.562*** 

α (0.131) (0.242) (0.123) (0.159) 

Age controls yes yes yes yes 

3 digit sector controls yes yes yes yes 

Coefficients vary at 3 digit 

sector level 
no yes yes yes 

obs 12044 12044 12044 12044 

Source: Authors' calculations based on ARD data. 

Notes: The table shows non linear regressions of various productivity measures on an urbanisation 

measure with un-dertimened agglomeration effect decay. All production function coefficients are 

allowed to  vary at the 3 digit level. 
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  consumer services 

 

(1) (2) (3) (4) 

 

Labour 

productivity RFTP RFTP RFTP 

  log(VA/L) 

Factor 

Shares 

Regression 

based 

Control 

function 

Marginal Impact of u 0.103*** 0.030*** 0.043*** 0.024*** 

ρ (0.006) (0.004) (0.003) (0.003) 

Decay of agglomeration 

effects 1.195*** 1.610*** 1.337*** 1.818*** 

α (0.102) (0.204) (0.120) (0.190) 

Age controls yes yes yes yes 

3 digit sector controls yes yes yes yes 

Coefficients vary at 3 digit 

sector level 
no yes yes yes 

obs 17968 17968 17968 17968 

  business services 

 

(1) (2) (3) (4) 

 

Labour 

productivity RFTP RFTP RFTP 

  log(VA/L) 

Factor 

Shares 

Regression 

based 

Control 

function 

Marginal Impact of u 0.196*** 0.089*** 0.113*** 0.083*** 

ρ (0.012) (0.009) (0.008) (0.007) 

Decay of agglomeration 

effects 1.477*** 1.560*** 1.599*** 1.746*** 

α (0.097) (0.173) (0.119) (0.144) 

Age controls yes yes yes yes 

3 digit sector controls yes yes yes yes 

Coefficients vary at 3 digit 

sector level 
no yes yes yes 

obs 8236 8236 8236 8236 

Source: Authors' calculations based on ARD data. 

Notes: The table shows non linear regressions of various productivity measures on an urbanisation 

measure with un-dertimened agglomeration effect decay. All production function coefficients are 

allowed to  vary at the 3 digit level. 
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