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Land use constraints benefit the former group n@dasing property prices but
hurt the latter via increasing development cogsisthis setting, more desirable
locations are more developed and, as a conseqoémpoditical economy forces,
more regulated. These predictions are consistetht twe patterns we uncover at
the US metropolitan area level.
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1. Introduction

Land use regulations vary tremendously in shapesanfde across space and have become more
widespread and stringent over time. They can, incjple, raise welfare by correcting market
failures. Recent evidence, however, casts doultisrproposition: land use regulations impose —
via increasing housing costs — an enormous gross @ households that is unlikely to be
matched by welfare gains arising from correctingketfailures. Understanding the causes of
these regulations is thus of primary economic poiioportance. Yet, perhaps because a large
part of the regulatory costs are indirect and thdeulying political-economy processes such as
lobbying are difficult to observe empirically, thiarea of research remains relatively
underexplored.

In this paper we propose a political economy madéndowner influence in which land use
regulations are the outcome of redistribution nmegtivonly. In the model, owners of
developed residential land favor additional land csnstraints as this raises the price of their
land; owners of undeveloped land oppose such tigigebecause it increases the cost of
development. Mobile households evaluate heterogenkaral amenities and housing costs
and pick locations accordingly. The model leadsato key equilibrium relationships: first,
places with desirable amenities are more populateldtheir land is more developed than that
of less desirable places; second, places that ame meveloped adopt tighter land use
regulations. We find that both theoretical predict are consistent with patterns we uncover
in a cross-section of US Metropolitan Statisticaéds (‘MSAS’ or ‘cities’ henceforth). We

also quantify these effects and find them to benenacally meaningful.

The spreading adoption of land use regulationgolseanomenon that seems to accompany the
rise of urbanization. In the early ®Ccentury, when only about a quarter of the world
population lived in urbanized areas, virtually nty dlad any zoning laws. San Francisco in
1880 and New York City in 1916 were early excepmioNow that over half of the world
population lives in cities, land use regulations abiquitous in all developed and most
developing countries. Our model and our data awesesectional, but the logic of the model

suggests that land use regulations are a by-pradweban development.

Formally, we design a theory that complements éxtahtical economy models of land use
regulation by showing how development leads to legun. Specifically, we construct a
discrete choice model in which a given populatiomobile households has heterogeneous
preferences over a set of cities. Some cities adewed with more desirable amenities than

others and such cities have a higher equilibriurpugsttion and are more developed. Each
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city comprises several local jurisdictions, eachwiiich has a local planning board. Each
planning board chooses land use regulations teaswssumed in a ‘regulatory tax’ (Glaeser
et al., 2005a,b) in a non-cooperative fashion as in &mer (1995), Helsley and Strange
(1995), and Schoret al. (2011).

The working of the model rests on three main festuFirst, a regulatory tax raises the price
of developed land and increases the conversionatastdeveloped land, putting the owners
of developed land (i.e., homeowners and landlords went out their properties) against the
owners of undeveloped land. Landowners lobby trenmphg board and the equilibrium
degree of regulation reflects these ‘land basestasts’ (Molotch, 1976). The marginal (net)
value of land use regulations increases with tlee %if the regulatory tax base of a
jurisdiction at the political economy equilibriurthat is, the marginal value of a regulatory
tax is increasing in the share of developed resigledand GDL henceforth) of the
jurisdiction. This relationship is upward sloping the SDL-regulatory tax space of a
jurisdiction and we refer to it as the ‘political@aomy response curve’ in Figure 1. Second, a
regulatory tax also increases the cost of livindnisTeffect decreases the equilibrium
population and th&DL of heavily regulated jurisdictions relative to tlasser-faire. This
relationship is downward sloping in ti8DL-regulatory tax space of a jurisdiction and we
refer to it as the ‘market response curve’ in FegliThird, more desirable cities attract more
households, all else equal; greater desirabiliiffssthe market response curve to the right, as
illustrated by the arrow in Figure 1. Putting &lide features together, desirable jurisdictions
are more developed and they charge a higher regulttx at equilibrium than less desirable

jurisdictions.

The main theoretical contributions of our paper #&oe(i) develop a formal model of
landowner influences that predicts a link betweeban development and regulatory
stringency and (ii) propose a combination of a e choice model for across-city (macro)
location decisions and of a standard monocenttjcrabdel for within-city (micro) location
decisions. This combination provides a useful galigation of the currently available
extreme versions of the monocentric city model, whg each city is either fully isolated or
fully open and small (Brueckner, 1987). In our modeth the population size and average

utility levels vary across cities and are deterrdieadogenously.

The main empirical contribution of our paper isestablish the robustness of the positive
correlation betweeBDL in 1992 against the Wharton Residential Land UsguRation Index

(WRLURI) in 2005 for our reference sample of the 93 largs MSAs. Figure 2 (panel a)
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plots this relationship; the unconditional correlatbetween these variables,= 0.31, is
statistically larger than zero. Figure 2 (panetsbygests that this pattern was already visible
in earlier data from the late 1970s, wjth= 0.34. We show that the positive relationship
betweenSDL and regulatory stringency is robust to the indosof a battery of control

variables, region fixed effects, and some instruiaderariation of thesDL.

In what follows, Section 2 reviews related workctm 3 presents the model. Section 4
describes the data, provides baseline results deuiisses a number of robustness checks.

Section 5 concludes.
2. Related literature

Evenson and Wheaton (2003) and Glaeser and Wa@R)2a@gress measures of various
types of land use regulations on historical anciottharacteristics of Massachusetts towns.
Whereas Evenson and Wheaton (2003: 223) concladedming seems to follow the current
market, Glaeser and Ward (2009: 266) find that ik of these rules seem moderately
random and unrelated to the most obvious explayatariables’.Our analysis shows that
looking at aggregated measures of regulation achessnajor US MSAS reveals systematic
patterns. The most closely related study to ourSair (2010) and the papers complement
each other in important ways. For each MSA in lamgle, Saiz builds a measure of
developable land and regresses tMRLURI on this measure. His findings suggest that cities
with a relatively small fraction of developable ¢hare more regulated. By contrast, we create
a measure ofleveloped land that has developable land at the denominaldrerefore, we
take the physical constraints to expanding hum#teseents in existing MSAs as given and,
guided by our theory, we aim to understand howfthetion of landactually developed
influences regulation, emphasizing political ecogamechanisms. Our model also suggests
that the most desirable places should indirectlyhieemost regulated. This accords well with
Glaesert al. (2005a), who find that the regulatory tax is higthe Manhattan and in the Bay
area (exceeding 50% of house values), while they fio evidence for a regulatory tax in
places such as Pittsburgh or Detrélecent evidencéor the US and the UK suggest that
regulation is suboptimal (Cheshire and Hilber, 200Beshire and Sheppard, 2002; Glaeser
et al., 2005a; Turneet al., 2011).

! Saiz (2010) excludes water bodies, wetlands angesl of 15% or more to construct his measure of
developable land. We use a comparable datasetptette we base our definition of non-developahledi on
land cover data. See also Burchfietdl. (2006), Hilber (2010) and Hilber and Mayer (2009).
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The idea that landowner influence matters for laisé regulation outcomes goes back to
Fischel (1973) at least. Fischel notes that brtbdscal officials for zoning variances in the
US are sometimes notorious. The conviction of fariBaltimore mayor Sheila Dixon for
taking bribes from developers in 2009 suggestsghel behavior is still prevalent. Solé-Ollé
and Viladecans-Marsal (2011) and Schenal. (2011) provide indirect empirical evidence
for the relevance of lobbying by land developersSpain and in France, respectively (our

evidence is also indirect).

In the US, land use regulations are largely deteeohiby local planning boards whose
members are elected by local residents. Accordjrtly dominant political economics view
suggests that local land use regulations correspmtite wishes of a majority of local voters
(Fischel, 2001; Ortalo-Magné and Prat, 2007). Aaldé evidence is strongly suggestive that
‘homevoters’ (and conservationists) are influential regulating land usdocally (e.g.
Dehringet al., 2008).

3. The model

The set of players and the timing of the game arfllows. In stage 1, the planning boards
of a set of local jurisdictions (which differ in egenously given characteristics)
simultaneously choose a zoning policy, taking theep planning boards’ choices as given.
Each jurisdiction belongs to exactly one MSA anel et of MSAs is a patrtition of the set of
jurisdictions. In stage 2, households make locatiecisions of two kinds. They first choose a
jurisdiction where to live; a bidding process fandl then allocates households within each
jurisdiction. Finally, payoffs are realized. Theuddprium concept is a (subgame perfect)
Nash equilibrium in zoning policies: all agents aational and forward-lookingWe now
formally describe the set of players, their strategts and their payoff functions. Appendix A
and a guide to calculations in Appendix B (not mated for publication) collect the proofs of

propositions and some algebraic details, respdgtive
3.1. Households’ location choice

In stage 1, a continuum dfi households indexed bly[J[0,H] allocate themselves to a

numberJ > 1 of jurisdictions indexed by OO={l,...,J} . Households established in

2 As in all papers in which interest groups lobbg #xecutive power in order to raise their rent,assume
away entry of developers as entry erodes rentsivBaland Robert-Nicoud (2007) show how both ingeats
can be simultaneously included in a dynamic staahasodel. This issue is beyond the scope of thisep so
we omit it for simplicity.
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jurisdictionj derive utilityuy; and households pick the jurisdiction that brifgsnt the highest
utility. Following the Random Utility Theory, which finds its origins in psychology
(Thurstone, 1927), we assume thiais a random variable and we model the fracfjoof

households that choose to live in jurisdictjas
f, = Pr{uj = maX,, uk} . (1)

Specifically, the household-specific realization @f denoted asy(h), has a common
componentV; and an idiosyncratic, random households-specibmmonent &(h) with

cumulative densitys. These components add up as follows:
u,(h) =InV, +¢&;(h), & () ~i.id.GQ@. (2)

The common componen; is deterministic and summarizes the costs and fit®rfeom
living in jurisdictionj, expressed in monetary units; we refer to it @dbterministic utility

or real income. The idiosyncratic componenth) is random (Andersoret al., 1992;

Manski, 1977) and summarizes the idiosyncraticitytithat householdh derives from
consuming local amenities. Households are hetesmenin their appreciation of these
amenities. In order to get simple, explicit solngpwe assume that tlggs are iid distributed
according to the double exponential distributiorirwinean zero (so that the average and
median households are a-priory indifferent abouenghto live) and variance®7#/6. The
resulting location choice corresponds to a standartfinomial logit model (Andersoet al.,
1992). The degree of household heterogeneijtyvhich governs the sensitivity df with
respect to the utility differentials, is not obsale in the data and we therefore normalize it
to unity in order to simplify the equilibrium ex@®ons. As a result of these assumptions and

of (2) (see Appendix B.1 for details), the locat@roice probabilities in (1) are equal to

1V,
f == 3
iT3Y 3)
whereV = ZKDDV,( /J (throughout the paper, we use ‘upper bars’ to tleagerages across

jurisdictions). Note thay = 0 orf; = 1 in an obvious manner if the right-hand-sidelfR of
(3) falls outside the unit interval. An implicatiai (3) is that jurisdictions that command a

higher-than-average deterministic utility; attract more households than the average

jurisdiction (i.e.V, >V = f, >1/J).



We assume that the common, deterministic compovjeata function of economic and non-

economic variables pertaining to jurisdictipmhet
V, =a +w-c -t (4)

where g is a measure of the observabjgality of local amenities (converted in monetary
units), w denotes the household’s incomg,captures the monetary costs of living associated
with j (henceforth ‘urban costs’) atds a local ‘regulatory tax’ levied on residentsofe on
this below). Householl's global appreciation of jurisdictiofs amenities is thus equal &

+ §(h). & summarizes the attributes of local amenities tiaat be ranked across the average

population (hence the term ‘quality’).

In this paper, the land market outcomes play thatrakrole, so we treas; andw as
parameters but we endogenize the urban cost asvigliwe show in Appendix B.2 how the
qualitative properties of the model are unaffetigdelaxing the parameterization&fandw

to allow for agglomeration and other external (@®nomies. Assume that jurisdictiprs a
linear monocentric city (Alonso 1964), in which tper-unit-distance commuting cost is
equal tor. Then, ifH; households live i, ¢ is equal tdH; r.* Substituting this expression for
¢ in (4) yields:

Visw -Hir-tyo e =atw, ()

whereq summarizes the ‘fundamental’ (parametric) deteamis of welfare in jurisdictiop
We say that a jurisdiction characterized by a higls a ‘desirable’ locatioex ante (or that it
is fundamentally desirable). The urban costH; and the regulatory cogtare endogenous to
the model. The former rises with jurisdiction sitiee latter is the outcome of the political

economy game of section 3.2 below. Plugging (%) {(®) establishes that the fractigrof

3 Consider the following examples to fix ideas. Witthe metro area of Los Angeles, people-watchestepto
live in Venice Beach and recreation and golf loviarBel Air, ceteris paribus. Similarly, at the reaaiggregate
level, skiers prefer local jurisdictions in the Baer MSA, whereas windsurfers prefer locationshe San
Francisco MSA. Let us now compare a representgtivisdiction in the Boulder MSA to a representative
jurisdiction in the San Francisco MSAH B, SF). Ranking access to mountain slopes versus ateéiss ocean
is clearly a mater of individual taste but most eoprefer mild to very cold winter temperaturdse tfatter
impliesag > ag. Put differently, the distribution @& + &5 stochastically dominates the distributioregft &s.

* To see this, assume that all city dwellers consangeunit of land and that the central businessiciCBD)

is located atl = 0, so that a city of sizd; stretches out from 0 td;. Without loss of generality, we assume that
the opportunity cost of land at the urban fringedso. Each city dweller commutes to the CBD ab@stant per
unit distance cost > 0. The city residential land market is at an Bloim when the sum of commuting costs
and land rents are identical across city locati@mso arbitrage condition), thus the equilibriund lvent
schedule is(d) = (H; —d) 7. As a result, the urban costgs= H;7, the aggregate land rent is equaHfa’2 and
=g +w,asin (5).
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households wishing to live in jurisdictignis decreasing in the regulatory tax it levies,
decreasing in its level of congestion and increasinthe desirability of jurisdiction which

includes amenities and wages.
Define the vectorst =[t,...,t;]' and H =[H,,...,H;]' . Households treat and Hr as

parameters. We define asaatial equilibrium for H a situation in which, given the induced
equilibrium values of (3) and (5), no household hess to relocate to another jurisdiction.
Formally, the actual fraction of households livimgj, H;/H, must be equal t. Using (5)

and (3), this is equivalent to writing

izla)j_ti_ﬁjr (6)
H J w-t-Hr
0j00, . That is, the fraction of people living jris increasing in the local well-being net of

the regulatory tax and urban costs and decreasitigei well-being net of regulatory tax and
urban costs of other jurisdictions. Since househaudectly consume one unit of land for
housing purposes in the linear monocentric city ehothe equilibriumH; is perfectly
positively correlated with the equilibrium fractiaf developed land in jurisdiction (We
thus use the phrases ‘more populated’ and ‘moreeldped’ interchangeably but in the
empirical section we will disentangle populatiormesfrom our measure of intereSDL.) We
readily obtain the following:

Proposition 1 (existence and uniqueness of the sptequilibrium). Assume that the
fraction of households that wish to live in juristiton j is given by (3) and that the observable
real income is given by (5). Then the spatial equim defined in (6) exists and is unique.
Proof . See Appendix A.

Figure 3 illustrates the spatial equilibrium coricefphe downward-sloping schedule
illustrates the fact that as jurisdictions get mpopulated they get more congested and thus
less desirable, ceteris paribus. A highgand/or a lowet; shift this schedule upwards. Thus,
at equilibrium more desirable locations have maooeseholds and are consequently more

developed. To see this formally, solve (6) exgiidior H; :

H, =%{1+(“’i —a)-(t 'f)]. (7)

w—t

Together, (5) and (7) imply



S|

o)

For now, we assumeg <w for all j (this will be true at equilibrium) and we impose

\/J-=(w,—tj){1-J(

Hr <J(@-T) so that utility and development are strictly pisit i.e. V, >0 and
H; D(O,H) for all j.°> Several aspects of the spatial equilibrium charamd by (7) and (8)

are noteworthy. First, jurisdictions that receiverehouseholds than the averdgeeither
have a low regulatory tax or are fundamentally rdéxde, or both, relative to the average
jurisdiction. The former characteristic is illuged by the market response curve of Figure 1;
the latter shifts it to the right. Second, pregideécause such desirable places end up being
more congested in equilibrium, households obtaieahincome that is only a fraction of the
local fundamental desirability net of regulatoryda. Third,all jurisdictions yield about the
same welfare ex post: congestion and labor mobility between jurisdioBatogether ensure
that in each jurisdiction the marginal householthdifferent between staying put and living
in its next best alternative. All infra-marginal useholds are strictly better off in the
jurisdiction of their choosing. To get a sense lik,t consider (3) at the limiz — O

(homogeneous population). In this deterministisecd;, >0 if and only if V, = maxV, .

That is, all jurisdictions with a strictly positivequilibrium population yield the same
(deterministic) utility. By contrast, foo > 0 households do not enjoy exactly the same real
wage everywhere at the spatial equilibrium bec#usg are willing to forego some economic

benefits to live in jurisdictions that offer themeconomic amenities that they value.
3.2.  Planning boards choose regulation

We assume that each jurisdictiphas a planning board that regulates the use df laaind
use restrictions can take many forms. To simplifg ainalysis, we assume that the main
effect of such regulations is to increase the imhlial cost of living in the jurisdiction of each
household by;. We interpret; as a ‘regulatory tax’ (Glaesetral., 2005a, b) and assume that
it is capitalized into the price of developed lgedy., Oates, 1969; Palmon and Smith, 1998).

This capitalization effect captures in a parsimasiovay the fact that land use regulations

® The former technical condition assumes away coswutions and is for simplicity. The latter reguir
aggregate urban costs and aggregate taxes to béersiiean aggregate well-being so that equilibrium
consumption is positive; these are needed foro(Betwell-defined. These conditions are implied b4) below
when thetj’'s are endogenous.
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reallocate the local demand for land away from piidié new developments to existing ones,
keeping total demand for land constant. In additmmhisdirect effect that benefits owners
of developed land at the expense of owners of wldped land, a higher regulatory taxj in
decreases the desirabilityjods per (5), which in turn reduces the equilibripopulation size
and equilibrium amount of developed land in jurisidin j as per (6); the former effect
reduces the average land rent in the jurisdicfitnus, the overailndirect effect of regulation

tends to hurt all landowners.

In what follows, we depart from the standard litera by assuming that the planning board
caters to the landowners’ interests. We assumethkatwners of undeveloped land (or land
developers) and the owners of developed land farsndompeting lobbies that influence the
planning board by way of lobbying contributionsthre wake of Bernheim and Whinston
(1986) and Dixitet al. (1997). The literal interpretation of this workimypothesis is that
stakeholders bribe the planning boards in ordersway its decisions. We may also
understand the word ‘influence’ in a broader andentenign sense, such as pressure groups
acting as experts and conveying useful informationthe executives. By using legal
contributions so as to buy access to executivesst@aiSmith, 1995; Lohmann, 1995),
pressure groups provide credible and valuable iimédion to legislator8.In this setting, the
owners of developed land are offering a contribusohedule that is increasing in the degree
of regulation whilst land developers’ contributioase decreasing i). Appendix B.2 (not
intended for publication) provides the details bé tlobbying game. At equilibrium, the

planning board maximizes total land rents plusréggilatory tax revenue:
H;
Rj(t)sjo r[H,@)-x]dx+tH,¢)

- , ©)
IE[Hj(t)] +tH, (),

whereH;(t) is given by (7). Two aspects of the programax R, (t) are noteworthy. First,

the planning board gives equal weight to the caosk 3enefit to landowners of raising the
local regulatory tax;; that is, the lobbying game is a ‘one-dollar-ommgev system. Second,

maximizing only the first component &f(t) above and ignoring strategic interactions among

® The non-partisan research group Center for ResgoRwlitics (CPR) reports that the National Asation of
Realtors topped the CPR’s top-20 list of Politidation Committees contributing to federal candidaeth in
2005/6 and 2007/8. The National Association of H@néders ranked @and 13", respectively.
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jurisdictions would lead planning boards to chotheefirst best policy by the Henry George

theorem; this would bg = 0 for allj since there is no market failure in the model.
3.3.  Subgame perfect equilibrium

We solve for a Nash subgame perfect equilibriume &Bnceforth) in regulatory taxes. Thus,

j's planning board chooseslIL1, so as to maximize (9) subject to (7) taking th& $Bctor

0 . . . . . y . e .
t; of all other jurisdictions as given (the supersci0’ pertains to equilibrium values). Then

the first order condition for this program may betien as

d B d
IRj(tj,tf}) —H?+(Hfr+tj°)IHj(tj,t?j) <0, t"20, (10)

! =t ! =t
with complementary slackneslsl;j0 is the equilibrium jurisdiction size, namely (R)aduated

at the Nash tax vectdf =[t),...,t°]' (alsoH® =[H.,...,H]"). The first term on the RHS of

(10) is the marginal benefit associated with insieg the regulatory tax; it is equal to the
regulatory tax base. The second term on the RH®asmarginal cost of raising: by
reducingSDL, doing so reduces the regulatory tax and the famtl bases. At an interior
equilibrium, the cost and benefits of raisip@re equal at the margin. In terms of Figure 1,
the first term in the RHS is the political economggponse curve, its second term is the
market response curve, and the dot is the polite@nomy equilibrium, that is, the
combination off; andH; such that the marginal cost and benefit of raigiage equal, and all

markets clear.

Let

1w -t°
fe jﬁm[o,q (11)

be the equilibrium fraction of people settling urigdictionj. Then, using (7) and (11) and
assuming that the parameters of the model are thaththe resulting—|j°’s in (10) are all
interior (precise conditions to follow in equati¢h4)), we may develop the first order

condition (10) to get an equilibrium relationshigtlween population sizéjOH and the

regulatory taxt; :

' =k’w —(1—/(j°) fHT, 1>« >z (12)
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That is, the equilibrium regulatory tax absorbstpaut only part, of the jurisdiction’s

desirability ¢y and of its urban cost].OHr. Plugging (11) into (12) yields a systemJahird-

order polynomials in the componentst8f Plugging (12) into (5) yields an expression for

equilibrium deterministic utility:

A :(1—Kj°)a)j +Kj0(—ijHT). (13)

J

That is to say,\/j0 is a weighted sum of the fundamental desirabgityl the urban costs
pertaining tg.

All the properties of the spatial equilibrium conte to hold at the SPE that (11) and (12)
characterize. Three additional properties resultingh strategic interactions are noteworthy
(formal proofs follow). First, the equilibrium relgiory tax increases in own desirability and
decreases in the desirability of other jurisdicsioBecond, this effect is stronger, the lower
the urban costgH. This cross-effect arises because, when urbars aost large, cross-
jurisdiction differences along other dimensions teratelatively less for households’ location
choices. Finally, places that are more desirabdenaore developed at equilibriurdespite
being more regulated. That is, endogenous regulation does not changerdhking of

jurisdictions according to thei.
The second derivative & with respect td; is negative foany t; so we may write:

Proposition 2 (existence of a SPE in the tax setgngame) The subgame perfect
equilibrium characterized by (11) and (12) exists.

Proof. See Appendix A.

We can also formally establish the subgame peégailibrium properties of our model:
Proposition 3 (properties of the SPE)Assume:

. Hr
min >— 14
0> (14)

Then (11) and (12) imply the following properties &ny SPE:
(i) Places that are fundamentally more desirable arere mdeveloped:
W >a, = H)>H;
(i) Places that are more developed are megelated: H >H/ =t’ >t/

Proof . See Appendix A
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These are the properties that we test in sectioffi)dis the first stage of our TSLS
instrumental variable (IV) approach, whereas (§)the second stage. The equilibrium

properties of the model that we do not directly teslude:
Corollary 3.1 (further properties of the SPE).Assume that (14) holds. Then:
(i) The fundamental amenities of a jurisdiction are fudly capitalized into the
regulatory tax:w >« = w —t) > -t/;
(iv) Despite being more developed and more regulatediaimentally more desirable

places command a larger deterministic utility:> g =V >V,

Proof. See Appendix A.

The parameter restriction (14) ensures that alkgictions have positive population and
regulation in equilibrium. We make this assumptifor analytical convenience only.
Relaxing it would require us to replace the stirequalities in Proposition 3 by weak
inequalities.

3.4. Cross-Metro Area theoretical predictions

As we shall see in the immediate sequel, our dagadross-section of MSAs. Yet, in the US
regulatory decisions are taken at the local lexédo, the theory so far has cross-sectional

implications for jurisdictions. These implicatiotend to hold across MSAs, too. To fix ideas,

assume that there is a numbéx J of MSAs in the economy indexed by0{1,... M} ; the

set of MSAs is a partition ofl. In other words, each MSA is comprised of at least

jurisdiction and each jurisdiction belongs to ekacine MSA; we use] to denote the
subset of jurisdictions that belong to M$A Consider an arbitrary MSAn;, then we can

define any average variable pertaining to M8As x_ E|Dm|_lzjDD X, X D{a)j H, ,tj} .

The relationships we want to test below — betwaeernaties and land development, on the

one hand, and land development and local regulatiorthe other — are both monotonic; so

they also tend to hold across MSAs. Yet, the refestips betweeﬂﬁjo andw , on the one
hand, and betweet‘jf and H].O, on the other, are non-linear, so aggregating 8@As and

using am, HY andt’ instead yields some measurement error. Therevarenays to deal

with this issue. Since we use linear regressionkarempirical section, the first solution is to
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do nothing more about it: such regressions careba as estimating a linear approximation

of the model. The second way is to instrumentHk?r, which we also do.

4. Empirical Analysis

The main purpose of our empirical analysis is tplese whether the unconditional positive
correlation between physical residential developnaerd regulatory restrictiveness at the
MSA-level — illustrated in Figure 2 — is robust &mding other potential explanatory
variables, estimating alternative specificationsing variant proxy measures, and applying
some instrumental variation of the share develdaed measure in an attempt to account for

the endogeneity of residential development to dgeilatory environment.
4.1. Description of data

We derive our data from various sources and gebgrablevels of aggregation. We match
all data to the MSA level using GIS. Table 1 pr@gadummary statistics and sources for all
variables. Our dependent variable in the core aiglg the Wharton Residential Land Use
Regulation Index\WRLURI), the counterpart in the data to the regulatoxyttan the model.
TheWRLURI is a measure of differences in the local landragelatory climate across more
than 2600 communities across the US based on a 2098y and a separate study of state
executive, legislative, and court activities. Itagyuably the most comprehensive survey to
date. See Gyourket al. (2008) for details on the compilation. Saiz (20d€p)ortsWRLURI
values for 95 MSAs (our sample consists of 93 MSAs;lose two observations for lack of
data on 1880 population density). WRLURI value of 1 implies that the measure is one
standard deviation above the national mean. WREURI measure is positively correlated
with other measures of regulatory stringency thia derived using either a different
methodology or a different time period. AppendiXdlEaAl reports regulatory tax estimates
for 21 MSAs for 1998 (Glaeset al., 2005a) along with the correspondWiRLURI and a
comprehensive index of housing supply regulatiantie second half of the 1970s and the
1980s (Saks, 2008).

There is considerable variation in the degree ofl lase regulation across US MSAs.
Gyourko et al. (2008) report that there is more variation acrbss1 within MSAs. Other
empirically motivated reasons also lead us to nunregressions at the MSA level. In many
MSAs only few municipalities responded to the sysvéhat are the foundation of the
WRLURI measure and many potentially important contradseaailable only at the MSA- or
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state-level. See also Gyourlkb al. (2008) and Saiz (2010) on the merits of using MSA
aggregates. Our decision to wgregate indices — rather than various measures of difteren
types of land use regulation — allows us to captiaeeoverall regulatory environment, while
avoiding the loss of statistical clarity associavgth trying to look at the effects of various

types of regulations simultaneously (Glaeser andd\2009).

The land use data, which we use in our core arglisiderived from satellite images from
the National Land Cover Data 1992 (NLCD 92) as indBfield et al. (2006). We define the

share developed residential land in an MSBL., as

_ developed residential land area
developable residential land area ’

(15)

where the ‘developable residential land area’ ésttital land area minus the surface area that
is covered by industrial land or ‘non-developablahd uses (i.e., soil that does not
sufficiently support permanent structures and/@xisemely costly to develop: barren, water,
ice, wetlands, and shrubland). Appendix Table Adorts theSDL for 1992 and for 1976 for
the 21 MSAs for which Glaeset al. (2005a) report a regulatory tax. TBBL for 1976 is
derived from aerial photos from the Land Use andd.&over GIRAS Spatial Data. A
comparison of the various measures of MSA-levetggulatory stringency and (ii) physical

development suggests that the positive correldtedween (i) and (ii) is persistent over time.

The data for the additional explanatory variables tmay drive the stringency of regulation
at the MSA-level and the various instruments we insen attempt to identify the political
economy response curve come from various soursesdlin the note to Table 1 and are

discussed below.
4.2. Baseline empirical specification and results usin@LS

Our objective in this section is to test the pradits of our model as directly as possible. The

key prediction from our model, stated in Proposit®(ii), follows from (12): cities that are
more developed are more regulated, a8./0H° >0. In the theoretical modeH captures

the political influence of owners of developed lamdative to the influence of owners of

undeveloped land. Moreover, in the mode¢landSDL are interchangeable (population size

and SDL are perfectly correlated in any version of the owantric city model in which the

technologies used to convert land into housing tandommute are the same across cities).

Formally, in a jurisdiction that has a greater dapan H and hence a high&L, more is at

stake for the owners of developed land relativeheoowners of undeveloped land. The best
14



proxy empirically available that captures this idesaSDL. Empirically, SDL and MSA
population sizeROP) are positively albeit imperfectly correlated ¢ar sample of 93 MSAs
the correlation coefficient is +0.34). This fadibals us to empirically disentangle the effect
of POP from land based interests as proxied®).. Controlling forPOP also ensures that
what SDL is capturing empirically is not a mechanism relate the size of the metro area
(larger cities may require more regulation) buheata mechanism that relates to land based

interests.

In order to capture other factors that may explapatial differences in regulatory
restrictiveness and to limit potential omitted abte bias, we add a number of additional
control variables. To begin with, we control foetmmeownership rate (HOR) in the MSA

to capture the distinct political-economy impacirteowners (‘homevoters’) may have on
regulatory outcomes at the city level. The welfacenomics view suggests that regulation
corrects for market failures in the urban economy.(‘externality zoning’). We use the
population density in the developed residential area (POPD) as a proxy for the intensity of
these market failures. The motivation for includihg proxy is that urban economic theories
predict that externalities that are conductive foan costs and agglomeration economies are
sensitive to distance (Arzaghi and Henderson, 28a&enthal and Strange, 2008): denser
places generate more non-market interactions acghpy externalities, both conductive to
urban growth (e.g. knowledge spillovers, labor neainnatching) and to urban costs (e.g.
noise). Residents in densely populated MSAs mayogepmore stringent regulation in an
attempt to internalize such externalities. In ailsimvein, we control for theotal open land
(TOL) in an MSA. This measure captures the prospect that resigeotsct open land more
rigorously if the MSA has less of it. Finally, weldatheshare democratic votes (i.e., the
state share of votes that went for the Democraticdiclate in the 1988 and the 1992
presidential elections)average household wage and US region dummies to capture the
possibilities that spatial differences in the regoity environment may be driven by political
ideology, income sorting or other regional-specificobservable characteristics. We thus

write our empirical base line specification asdult:

WRLURI, = S, +B,(SDL,)+ B,(HOR,) + B,(POPD,,) + B,(TOL,)

, 16
+L3, (POP, ) + 3 (other contrals,) +&,, (16)

whereWRLURI is our measure for the restrictiveness of regutainds,, is the error term

with the standard assumed properties. Our modéigisg3 > 0. TheSDL variable (in bold)
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is arguably endogenously determined: more regulptades should be less developed, all
else equal, as per the market response curven@uttis issue aside for now, we start by
running (16) using OLS. Columns (1) and (2) of EaBl report the estimation results of
specifications that include region dummies only aficcontrols, respectivelyThe adjusted
R? of 0.35 and 0.45 are reasonably high. Our coefiicof interes3 has the expected sign
and is statistically highly significant in both sjfecations. The coefficient o8DL increases
when we add further explanatory variables. Turrangattention to the controls, we find that
MSAs in Democrat-leaning states are more reguld@eul.interpretation is that liberal voters
(in North American parlance) are ideologically mosgmpathetic to regulation than
conservative ones. MSAs willess open land are also more regulated, consistent thih
view that lack of open space encourages tightetraisn Region dummies reveal that broad
geographic patterns emerge, with the West beingnib&t regulated region and the Midwest
(the omitted category) the least regulated oneofiier explanatory variables, including the
homeownership rate and contemporaneous populatiensitgf, are not statistically
significantly related to theVRLURI.

4.3. Results for TSLS-specifications

Figure 1 in the introduction illustrates the worgnof our theoretical model. The figure
resembles a demand-supply framework W8IDL as the ‘quantity’ and the regulatory tax
(proxied byWRLURI) as the ‘price’. Using this analogy, tharket response curve can be
interpreted as a ‘demand curve’: regulation worksaa impediment to development by (7),
thereby increasing the cost of living. This reduttes demand for land in the area, resulting
in less developed places (negative slope). By #mestoken, we can interpret thelitical
economy response curve as a ‘supply curve’: owners of developed landraoge politically
influential in more developed places and such owpeefer tighter controls. As a result, the
marginal (political economy) cost of converting néamd is increasing irf8DL (positive
slope).

Our empirical aim is to identify the slope of thaipcal economy response curve. We expect
to obtain a downward biased estimate of the sldgheopolitical economy response curve if
we estimates; in (16) via OLS. Proper identification of this [guly curve’ is challenging for

it requires assuming that the ‘demand shifterfigttated in Figure 1) do not affect ‘supply’.

" Throughout the empirical analysis we cluster ta@dard errors by state becausestae of democratic votes
is state-specific.
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Establishing the validity of any one instrumentperticularly challenging in an empirical

setting with a single cross-section of MSAs sucbw&s.

With this important caveat in mind, our strategyctwumvent this problem as much as we
can is to use two completely different types oftrunsents; we use them both jointly and
individually. Places that are endowed with desiabimenities are more developed at
equilibrium in our theory. This readily suggest®tgets of ‘demand shifters’ (instruments) in
our cross section of MSAs: natural amenities arstohical population density. Our two
natural amenity variables aagerage temperature in January and a dummy that equals one if
the MSAhas a major coastline. The use ohistorical population density from 1880, prior to
the implementation of any relevant land use reguiatin the United States, as an instrument
for DL is consistent with a dynamic interpretation of madel: desirable locations attracted
people early and were developed first, before lasel regulations became part of the urban
political life. These considerations lead us to ttum following first stage regression by OLS:
DL, =a, + al(coastj ) + az(temperaturej ) +

(17)
+a, (historical density, ) +ta, (controlsj ) +¢,

where{; is the error term. Our priors age ,a» , a3 > 0.

Our identifying assumption for all three instruneers that they do not influence the tightness
of regulations directly. Such an assumption mayvilmdated in practice. One particular

concern with respect to the amenity instrumenttha environmental considerations may
induce planning boards to regulate places endowtdwaluable natural amenities. To the
extent this is the case, these variables alsotsleifisupply curve’.

In practice, three properties of thRLURI measure suggest thatajor coastline may
mitigate such concerns in the context of our amaly&irst, theWRLURI measure does not
include attitudes towards regulation of coastabaré&econd, the majority of municipalities
responding to the survey do not have access todast; this is true even for municipalities
that belong to MSAs with access to the coast. Bingdderal regulations that may protect the
coast are excluded froMRLURI by construction. In a similar vein, we assume it
January temperature has no systematic influenca broad index of residential land use
regulations. Unlike other natural amenities, warnmtgr temperatures are unlikely to be
significantly related to environmental considerasiothat usually induce planning. The
rationale for usinghe historical density from 1880 as an instrument is that it capturesha|

unobserved and time-invariant amenity and cosibfachot already included in our set of
17



amenity instruments that lead people to settle sBpecific place. It also captures historic
amenity and cost factors that were important a liemg ago and which started a dynamic
development process of cities. These factors mapmger be important nowadays, yet they
remain relevant because of inertia, durable hoysimgthe generation of agglomeration

forces.

Another endogeneity concern relates totibeownership rate. The estimation ofs; in (16)
may be biased if there are omitted variables thatcarrelated withrHOR or if land use
regulations systematically influence the incentigeown one’s home. We use the MSA’s
share of households that consist of married coupig®ut children as a source of exogenous
variation of HOR in order to improve the identification of its effeon WRLURI. Married
couples without children tend to have higher andensbable household incomes and are able
to accumulate greater wealth over time comparedthaoried couples with children. This
makes them more likely to overcome liquidity andvdegpayment constraints and thus eases
attaining homeownership. Moreover, married coupdesl to be in more stable relationships
compared to their unmarried counterparts, implyandonger expected duration in their

property and, consequently, greater incentiveswio @ather than rent.

The results of the first stage are reported in oolsi (3) and (4) of Table 2. Column (3)
reports OLS estimates for (17). All three instrutsefmajor coastline, January temperature
and historic population density) have the expestgd and are significant either at the one or
five percent level. The quantitative effects areorsl): hypothetically granting amajor
coastline to a hitherto landlocked MSA increases its sh&meveloped land by 56.5% (+7.0
percentage points); an extra standard deviationaverage January temperature and
historical density are respectively associated with a 47.6% (+5.9qmdage points) and a
64.5% (+8.0 percentage points) increas&h. The adjusted®?’ is high with 0.7. Column
(4) reports the result of the effect of theare households with married couples and no
children and of the other controls on the homeownership. rAs expected, the former is
positive and highly statistically significant atetil percent levelHistorical population
density also helps us to identify thOR; this finding makes sense because historically
denser places have taller buildings and rentingpraparably more efficient than owning in
multi-unit buildings. The adjuste of 0.71 is again high. The results contained ilumms

(3) and (4) thus establish that our proposed instnits forSODL andHOR fulfill an important

necessary condition for being valid instruments.
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Column (5) of Table 2 reports the second stageessgwn results of (16) witBDL being
treated as the unique endogenous variable. Ouermpeef specification, which treats b&DL
andHOR as endogenous, is reported in column (6). The T&ieSficient of DL is positive
and significant in both specifications. The poindtimate of SDL in our preferred
specification is somewhat larger than the OLS doiefit. In general, the TSLS coefficients

are very similar to those of the OLS specificatieported in column (2).

One advantage of having two quite different setsstruments is that we can exclude one of
them to explore whether the alternative identifaratstrategy yields a similar coefficient on
SDL. Columns (7) and (8) report the results of tbisustness check. We drop both amenity
variables from our list of instruments in columr) @hd we drop historic density in column
(8). Reassuringly, the coefficients 8BL change little. The fact that the coefficientsSiiL

in columns (6) to (8) are somewhat larger comp#wetie corresponding OLS estimate may
be indicative of a slight downward bias inducedtbg endogeneity o8DL to regulatory

restrictiveness.

We also carry out the usual battery of tests tlssess the validity of the instrumental

variables, including over-identification tests, ldan-J statistics and Kleibergen-Paap rk LM
statistics. None of these tests indicates a prolaethe usual confidence levels. We do not
report these results in order to save space. EBudine of Table 2 reports Kleibergen-Paap rk
Wald F-statistics, which is a test for weak instemts in the presence of robust standard
errors. The test statistics in columns (5) to (Wicate with 95 percent confidence that the
maximum TSLS size is less than 10%, implying that gets of instruments in the respective
specifications taken together are reasonably st(&bgck and Yogo, 2005; Kleibergen and

Paap, 2006). The only test statistic that raisex@m is that in column (8), suggesting that
the amenity variables alone may only weakly idgriBL.°

To sum up, all the findings reported in Table 2 ewasistent with the proposition from our
model that more developed places are more reguéstedconsequence of political economy

forces in equilibrium. Therefore, although we cannde out some shift of the ‘supply

8 In attempt to explore the significance of thisuiss we re-estimated this specification using a terhi
Information Maximum Likelihood (LIML) estimator. ML is approximately median unbiased for over-
identified models (we have three instruments ar@léndogenous explanatory variables) and produsesader
bias than TSLS in finite samples. Its asymptotimperties are the same as those of the TSLS estinvdofind
that the coefficients and robust standard erroesadmost unchanged when we use LIML instead of TSLS
(LIML yields a coefficient of 2.27 and a standamoe of 1.05) and the test statistic is well abéle critical
value for a maximum LIML size of 15%.
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curve’, the results reported in Table 2 suggest dnaenities shift the ‘demand curve’ in a

way that is consistent with the predictions of owdel.

In the remainder of the empirical section we byiaflescribe the findings of additional

robustness checks and discuss the magnitude ettimeated effect.
4.4. Robustness checks
Use of alternative proxy measures of the relative influence of owners of developed land

We defineSDL in (15) and we use this measure as a proxy forrehaive influence of
owners of developed land throughout our core amslys Appendix Table A2 we use 11
alternative proxy measures to capture the relatiftaence of owners of developed land at
the MSA level and we report first and second stageilts for our preferred specification
(column 6 in Table 2) using these alternative dedins of SDL. Specifically, we first
redefine DL in various ways to include industrial land or exis parks, or both, and to
include only the land cover within a 20km radiusnfrthe center of each MSA. It turns out
that ‘more developed’ MSAs are more developed #t radlius from the center than ‘less
developed’ MSAs (see also Burchfieddal., 2006, on this). This leads us to expect our main
results to be robust to this change. Next, webaitei to each MSA th&DL of its average or
median place to immunize our results to the roleutfier places. We then calculate the share
of residential land as the total residential landde&d by all land in the MSA, irrespective of
whether it is developable or not. Finally, we regte the whole analysis using the aggregate
property value per square meter of developable Esthe proxy variable for the relative
influence of owners of developed land. We repod fiist stage results in Panel A of
Appendix Table A2; major coastline and historic plapion density are both highly
statistically significant with the expected signs all specifications. Average January
temperature is statistically significant, with epected sign, in 8 of 11 specifications; in the
remaining three specifications the coefficient @derline insignificant. The second stage
results — reported in Panel B — unambiguously conthe main result reported in Table 2.
The coefficients on all 11 alternative proxy measufor the relative political influence of
owners of developed land are statistically sigafficat least at the 5 percent level.

Additional robustness checks and out-of-sample evidence

We carried out a large number of additional robessnchecks, including re-estimating our
empirical base specification for an earlier sampéeiod (see Hilber and Robert-Nicoud,
2011, for extensive details). Reassuringly, thelifigs of all of these checks are consistent
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with the proposition that more developed placesmoge regulated as a consequence of
political economy forces in equilibrium. We conactuthat, despite the small size and the
cross-sectional nature of our sample, the posiglationship between the degree of physical
development in an MSA and its regulatory restritigss is remarkably robust to a large

battery of checks.

Out-of-sample evidence from other studies suggeéstisthis positive relationship also finds
supportwithin metro areas. A dynamic interpretation of our mddwgdlies that, as the city
grows, land use regulations should spread fromctihe center to the surrounding areas.
Consistent with this proposition, Fischel (2004)aes that land use regulations in the US
indeed originated within larger cities and then imgnquickly spread to the suburbs and
surrounding towns as the city grew. The most direcidence that the timing and
restrictiveness of zoning is tied to the distamoenfthe central city comes from Rudel (1989)
who shows that the Connecticut municipalities thaeated at a greater distance to New York
City adopted land-use laws later than those closkd Big Apple.

Taken together, all these findings suggest thatdtita are consistent with the mechanism
emphasized in our model and that our key estimatesobust to the reverse causation bias.

4.5. Quantitative effects

The effect is also quantitatively meaningful. Ta fdeas, compare Salt Lake City to San
Francisco. The former has no access to a majonaussst, average January temperatures are
28.1°F and its historical population density is 43Jeople per square kilometer. San
Francisco has a border with the Pacific Ocean, algniemperatures average 48.2°F and its
population density in 1880 was 239.6 people peasgjkilometer. The implied difference in
DL, as a consequence of these disparities alon€.8& dercentage points (1.62 standard
deviations). This, in turn, based on our preferspécification reported in column (6) of
Table 2, implies a 0.56 standard deviation diffeee(+0.393) oMVRLURI between the two
MSAs. Salt Lake City is the 86most regulated MSA in our sample. Granting it wihn
Francisco’'s coastal access, warmer winter temperaand historical density alone
hypothetically makes it the $5most regulated MSA (SF is the"1fost regulated MSA).

5. Concluding remarks

This study contributes to the understanding oftali economics considerations that shape
land use restrictions. Consistent with our modellasfdowner influence, our empirical
analysis unveils a strong positive correlation leetwthe degree of physical development of
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a metro area and the regulatory restrictivene#s oésidential land use. Our analysis focuses
on residential land use by the nature of the régoladata available. In practice, zoning also
separates incompatible land uses and the busimgsstd from residential areas. A second
limitation of our analysis is that we were not atddest the lobbying mechanism directly for
lack of available data — collecting and assembbuogh data is an important avenue for
further research. With these caveats in mind, asults point to land-based-interests
explanations. Our findings are suggestive that leggun in highly desirable and highly
developed places such as New York City and Sanciaemmay be grossly over-restrictive.
The proposition that the restrictiveness of lané wegulations goes beyond welfare
economics considerations is consistent with our ehaghd the homevoter hypothesis
(Fischel, 2001). It is also consistent with the emoal findings of Cheshire and Sheppard
(2002) and of Turneet al. (2011) who assess directly the welfare effectdaold use

regulations in the UK and US, respectively.
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Summary Statistics and Regression Tables

Table 1
Summary statistics

Variable N Mean Std. Dev.  Min Max
Wharton regulatory indexNRLURI), 2005 93 0.117 0.702 -1.25 2.07
Developed residential land as % of developableindostrial land 93 0.124 0.122 0.0119 0.761

(“share developed residentiaDL), 1992"
Alternative measures for robustness checks

Share developed (incl. industrial developmentsy2td 93 0.154 0.134 0.0198 0.847
Share developed, 20km radius, 1892 93 0.363 0.208 0.0580 1
Share developed residential, 20km radius, 1992 93 0.309 0.204 0.0436 1
Share developed, excluding parks, 1992 93 0.149 0.139 0.0204 1
Share developed residential, excluding parks, $992 93 0.121 0.132 0.0124 1
Share developed of average place, 1992 93 0.462 0.164 0.0976 1
Share developed residential of average place, 2992 93 0.419 0.168 0.0822 1
Share developed of median place, 1892 93 0.463 0.188 0.0947 1
Share developed residential of median place, $992 93 0.414 0.190 0.0793 1
Share developed residential as % of all land, 992 93 0.085 0.067 0.0035 0.388
Aggregate property value pef of developable land, 1990 93 17.9 35.4 1.3 2375
Homeownership rateHOR), 19909 93 0.628 0.070 0.325 0.739
Population density in developed res. area (@(ROPD), 1990% 93 0.00264 0.00125 0.00116 0.0107
Population POP), 19909 93 1482047 1537580 383546 8853606
Total open land in MSA in thousand kgTOL) 93 9.11 12.89 0.0436 102.2
%Democratic votes in state, av. presidential edestil988/95 93 48.8 4.9 34.4 58.8
Average household wage, 1990 93 30.0 5.2 17.0 46.5
Region = Midwest (omitted) 93 0.215 0.413 0 1
Region = North Ead 93 0.183 0.389 0 1
Region = Soutf 93 0.376 0.487 0 1
Region = West 93 0.226 0.420 0 1
Metro area has major coastlifie 93 0.247 0.434 0 1
Average temperature in January, measured betweth 19709 93 38.2 125 11.8 67.2
Population density in metro area (per’)km 880" 93 125.5 490.3 0.1 4698.6
% Households with married couples and no childi&80° 93 0.291 0.028 0.236 0.427
Saks-index of housing supply regulation (SAKS)e [2970s/809 81 0.00544 0.997 -2.399 2.211
Developed residential land as % of developable,|48@6’ 81 0.118 0.104 0.0119 0.501

Sources: @ Saiz (2010)” National Land Cover Data 1992 (NLCD 92); derivednfréhe US Geological Survey. Non-
developable land uses include barren, water, ietlands, and shrubland. We do not have any landnfiesemation for the
District of Columbia. We impute8DL by assuming that land uses within the Districtsaneilar to those at the boundaries of
the Washington, DC metro area. Since the Distiastecs only about 1 percent of the MSA's surfaceaatbis adjustment
increases th&DL for the MSA by only about half a percentage poifine of the results in any of the specificatioarajes
notably if we assume that the District is eithet aball or fully developed nor if we drop the ohsgtion.® US Census and
Neighborhood Community Database (NCDBE).Derived from NLCD and NCDB® Dave Leip's Atlas of Presidential
Elections”? Derived from ESRI's Census 2000 MSA-level shape fleNatural Amenity Scale Data from the Economic
Research Service, United States Department of Altwieu” Interuniversity Consortium for Political and Socralsearch
(ICPSR) study #2896. Measure is based on histori&# Moundary definitions) Saks (2008)” Land Use and Land Cover
GIRAS Spatial Data 1976; derived from the U.S. @gmlal Survey. Non-developable land uses are: ‘finel@, barren,
water, ice, wetlands, shrub/brush land, dry salisflbeaches, sandy areas, bare exposed rockmstrgs, all categories of
tundra except herbaceous tundra. Missing map @m@ll4976 were obtained from Diego Pugah#p://diegopuga.org/data/
sprawl/ Map data was unavailable for Santa Cruz, CA andisapnojected map for Erie, Pennsylvania necessitéte
removal of fourteen affected census tracts.
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Table 2

Determinants of restrictiveness of land use reguia{N=93)

oLs TSLS
15" Stage for (6) ¥ Stage
DEPENDENT: WRLURI WRLURI DL HOR WRLURI WRLURI WRLURI WRLURI
Instruments: All instr. All instr. Hist. density Amenities
EXPLANTORY: (1) 2 3 4 (5) (6) (7) (8)
Share developed residential land 1.463** 1.791%** 1.577* 1.981** 1.818* 2.262**
(SbL), 1992 (0.609) (0.452) (0.924) (0.887) (1.002) (1.007)
Homeownership ratéHOR), 1990 0.265 0.180 3.357 3.618 3.046
(0.896) (0.788) (2.324) (2.296) (2.551)
Population density in developed -66.53 -23.96* -3.324 -61.51 28.70 43.31 8.128
residential areaROPD), 1990 (76.22) (12.66) (9.154) (79.35) (97.69) (96.96) 16B)
Population of MSA, 1990 1.43e-08 2.77e-08*** -5609 1.81e-08 2.52e-08 2.96e-08 1.82e-08
(3.93e-08) (5.88e-09) (4.95e-09) (3.71e-08) (363 (3.69e-08) (4.15e-08)
Total open land in MSA, 1992 -0.00789% -0.00125**  -0.000409 -0.00824**  -0.00580*%  -0.00588** -0.00558
(0.00403) (0.000499) (0.000667) (0.00402) (0.00284 (0.00295) (0.00282)
Share Democratic votes in state, 0.0387* -0.00379** -0.000626 0.0370* 0.0413*% (0[0)2: 4 0.0434**
average 1988 and 1992 (0.0210) (0.00184) (0.00133) (0.0201) (0.0209) 02a0) (0.0214)
Household wage (in thousand dollar), 0.0144 0.000522 -0.000457 0.0144 0.0201 0.0207 192.0
1990 (0.0130) (0.00107) (0.00101) (0.0121) (0.0141) 01a1) (0.0143)
Region = Northeast 0.647*** 0.474* 0.0358 -0.0278 A9p** 0.519** 0.540** 0.487**
(0.232) (0.258) (0.0285) (0.0182) (0.240) (0.228 0.287) (0.231)
Region = South 0.201 0.309* -0.0894** -0.00957 331 0.429** 0.445** 0.407**
(0.185) (0.171) (0.0341) (0.0159) (0.160) (0.170 0.176) (0.174)
Region = West 0.934*** 0.922%** -0.0321 -0.0334* R 7*r* 1.062*** 1.082%** 1.034***
(0.165) (0.201) (0.0421) (0.0193) (0.192) (0.223 0.220) (0.240)
Metro area has major coastline 0.0703*** -0.0205*
(0.0229) (0.0110)
Average temperature in January, 1941- 0.00468** -0.000852
1970 (0.00186) (0.000651)
Population density in 1880 0.000163*** -4.82e-05*
(2.34e-05) (1.50e-05)
Share households with married couples -0.0489 1.268*+*
and no children in 1990 (0.297) (0.220)
Adj. R-squared 0.349 0.447 0.702 0.714
Kleibergen-Paap rk Wald F-statistic 297.1 95.2 217.0 4.1

Notes: Robust standard errors in parentheses (obsergai@enclustered by US state). *** p<0.01, ** p<0.8%<0.1.Bold coefficients are instrumented.
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Appendix Tables

Appendix Table A1
MSA-level rankings of measures of regulatory restreness and land scarcity
(1) (2) (3) (4) (5)
Regulatory Ta Regulatory Share Share
in % of Regulatory Index Developed Developed
House Value Index2005 late 1970s Land in % Land in%
Metropolitan Area 1998) Rank " Rank & 1980s” Rank 1992™ Rank 1976"™ Rank
San Francisco 53.1 1 0.78 5 2.10 2 20.8 10 254
San Jose 46.9 2 0.21 10 1.65 3 199 12 25.2
Los Angeles 33.9 3 0.50 8 1.21 4 44.2 1 54.7
Oakland 32.1 4 0.63 7 0.10 14 26.6 5 27.6
Washington, D.C. 21.9 5 0.21 10 0.86 6 10.2 17 16.16
Newport News, VA 20.7 6 0.12 12 ) 175 13 20.514
Boston 18.6 7 1.67 2 0.86 7 33.2 4 33.9
New York 12.2 8 0.67 6 2.21 1 43.9 2 50.7
Manhattan >50
Salt Lake City 11.9 9 -0.03 17 0.96 5 23.3 6 28.8
Chicago 5.7 10 0.01 16 -1.01 20 224 7 26.2
Baltimore 1.8 11 1.65 3 0.80 8 142 15 18.3
Birmingham 0 12 -0.24 18 -0.46 16 48 21 7.5
Cincinnati 0 12 -0.58 21 0.16 12 9.3 18 14.8
Detroit 0 12 0.07 14 -0.69 19 22.3 8 22.9
Houston 0 12 -0.30 20 -0.52 17 148 14 12.3
Minneapolis 0 12 0.38 9 -0.16 15 111 16 9.4
Philadelphia 0 12 1.13 4 0.47 9 21.1 9 27.8
Pittsburgh 0 12 0.08 13 0.26 11 85 19 154
Providence 0 12 2.07 1 0.35 10 206 11 22.2
Rochester 0 12 0.04 15 -0.68 18 53 20 21.8
Tampa 0 12 -0.24 18 0.16 13 35.6 3 24.2
Rank Rank
Pair: Correlation Correlation Correlation Correlation
1), (2) 0.12 0.37 ), (4) 0.28 0.31
1), (3) 0.68 0.65 ), (5) 0.29 0.43
(1), (4) 0.33 0.36 (3), (4) 0.48 0.34
(1), (5) 0.41 0.48 (3), (5) 0.56 0.49
), (3) 0.37 0.53 ), (5) 0.89 0.88

[ee]

o R

15
21
18
11
19
20

17
12
13
10

Sources and notes: ! Estimated regulatory tax values are from Glaeset. (2005a).” Regulatory index values are from
Saiz (2010) and Saks (2008) respectivBlyThe share developed land measures are derivedtfremational Land Cover

Data 1992 and from the Land Use and Land Cover GIBA&ial Data 1976. The following land uses aresdiasl as
non-developable: barren, water, ice, wetlands, stimdibland (1992 classifications) and ‘undefinedifrbn, water, ice,

wetlands, shrub/brush land, dry salt flats, beachasdy areas, bare exposed rock, strip minegattigories of tundra
except herbaceous tundra (1976 classifications).
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Appendix Table A2
Robustness check: Alternative proxy measures fative influence of owners of developed laint:93)

@)

&)

@)

4)

()

(6)

()

(8)

©)

(10)

(11)

PANEL A: First stage / Dependent variable: Alime proxy measures for the relative influencewhers of developed land

Alternative measures of share developed I8}

Property value

Developed 20 km radius, 20 km radius, Excluding Excluding Average place Av. place in Median place Median place Developed per nf
residential + residential + residential parkland, parkland, in MSA, MSA, in MSA, in MSA, residential to developable
industria industria only res. +ind res. onl res. +ind res. onh res. +ind res. onh all lanc land
Major coastline 0.0779*** 0.131** 0.125** 0.0921**  0.0845** 0.0964** 0.0977** 0.106** 0.112** 0.0265 18.35**
(0.0247) (0.0484) (0.0461) (0.0284) (0.0279) (042  (0.0423) (0.0481) (0.0474) (0.0151) (9.037)
Average January 0.00494* 0.0051« 0.0060: 0.00569 0.00573 0.0052¢ 0.00600: 0.00661: 0.00706 0.000864 0.584**
temperatur (0.00198 (0.00434 (0.00438 (0.00331 (0.00325 (0.00328 (0.00343 (0.00341 (0.0036) (0.000462 (0.206
Population 172%** 247%* 265%** 109*** 104%** 215%* 231+ 22 2% 238+ 88. 7%+ 35,800%**
density in 188 (27.7 (34.3 (34.2 (34.5 (32.0 (45.6 (41.9 (49.1 (46.6 (16.0 (5450
Other control Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes
Adj. R-squared 0.699 0.496 0.512 0.496 0.472 0.488 0.522 0.481 0.507 0.734 0.811
PANEL B: Secon-stage / Dependent variabWRLURI / TSLE
Proxy for infl. of 1.891** 1.573** 1.421** 1.947** 1.960** 1.427** 1.89** 1.244** 1.157** 4.287* 0.0111**
own. of dev. lan (0.830 (0.656 (0.616 (0.811 (0.824 (0.597 (0.559 (0.530 (0.502 (1.919 (0.00567
Homeownership 3.457 4.370* 4.106 3.119 2.982 2.659 2.635 2.403 364. 3.103 4.166*
rate (2.386) (2.523) (2.503) (2.402) (2.339) (2.112) 08B) (2.119) (2.103) (1.996) (2.308)
Population 27.2¢ 81.2¢ 76.1¢ 49.6: 50.57 58.4( 57.2% 55.1¢ 52.8: 32.1t -70.52
density (98.47 (104.6 (103.9 (97.82 (96.77 (95.73 (96.06 (96.10 (97.31 (90.56 (128.0
Population * 1¢ 0.0214 -0.00659 0.00716e 0.0134 0.0190 0.0149 @.019 0.0135 0.0186 0.00544 0.0345
(0.0385) (0.0436) (0.0401) (0.0360) (0.0337) (0m3 (0.354) (0.0352) (0.0342) (0.0347) (0.0433)
Total openlan  -0.00563*  -0.0131**  -0.0126*** -0.00531 -0.00562 -0.0072. -0.0071: -0.0841 -0.0081¢ -0.0029¢ -0.00543
(0.00281) (0.00464) (0.00448) (0.00306) (0.00303) (0.00504) (0.00480) (0.00548) (0.00527) (0.00446) 0.0@307)
Share Democrat  0.0432** 0.0417* 0.0391* 0.0458** 0.0430** 0.0386* 0.0366* 0.0410** 0.0382* 0.0375* 0.0430*
votes (0.0213) (0.0223) (0.0216) (0.0225) (0.0217) (0.0209) (0.0208) (0.0209) (0.0210) (0.0204) (0322
Household wag 0.020¢ 0.0283" 0.0272 0.0244° 0.0238 0.0277 0.0265 0.0255 0.0244 0.011: 0.011:
(0.0142) (0.0152) (0.0150) (0.0141) (0.0140) (a®m1 (0.0145) (0.0144) (0.0144) (0.0156) (0.0152)
Other control Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes
Kleibergen-Paap 69.7 33.7 37.6 28.6 304 84.2 89.7 64.1 70.1 43.4 285

Notes: Robust standard errors in parentheses (obsersai@nclustered by US state). *** p<0.01, ** p<0.89<0.1.Bold coefficients are instrumented.
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Figures
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Figure 3 Spatial equilibrium.
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Appendix A. Proofs of Propositions

Proof of Proposition 1. Let us generalize (3) and (6) for aoy O:

H; _ (@ -, _THJ)M

= f

= _
J H z (a& _tk_THk)lla

kOO+

. H,
0joo,: f. =F]

The RHS of this expression is decreasingjiby inspection and it belongs to the unit interfeal
any H, 0J[0,H] (with complementary slackness), so there alwajst®a jurisdictiorj such that

a positive mass of households desires to lije @onversely, the left-hand-side (LHS) is linearly
increasing inH; and it spans over the unit interval. It followsithhere exists at least onél [
such that the LHS and the RHS intersect exactly ondhe interior of the unit interval; if (14)
holds, then the LHS and the RHS intersect exactbedor allk 0 0. QED.

Proof of Proposition 2. SPE in pure strategies characterized by (11) 4@yl éxist ifR(t) is
quasi-concave ir (this is a consequence of Kakutani’'s (1941) fiyemint theorem). Twice

differentiating (9) with respect ttp(keepingtf} constant) yields

°R oH, |oH, O°H,
= +7 +7H. .
ot? at, | ot, ' oot?

J
This is negative (and as a consequdRads quasi-concave i) if
0°H,

< (
ot?

oH.
2+7—L1>0 and
ot,

becauséH;/dtj < 0 by (7). Using (7), (14) and the definitionfodnd rearranging yield
2V + fHT(1+f ’H. 2H | -t
2+raHJ= L ( J)>0 and 6|—2|]=_ Zk’”(cq‘ k)3<c
& @4 9 [Zkum(a& _tk)}

as was to be showQED.

(18)

Proofs of Proposition 3 and Corollary 3.1.2° It is convenient to rewrite the SPE relationsHig)(

asw -t/ :(1— fj")(tj°+ f°H r). Totally differentiating this expression and makinse of (11)

yieldsl,dt} =r, (da)j - ctlo) , Where

° See Guide to calculations in Appendix C.1 (nagiated for publication) for details.
10 See Guide to calculations in Appendix C.1 (nogmied for publication) for details.
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L =(VO+feHT)(1-1°)  and  r =V E19t0+( 3 F9(f,) Hr.  (19)
Bothl; andr; are positive by inspection. This implies

_ 40 0
M:l_j>o and 0<i:r—j< 1 (20)
da)i I da)j |j+rj

The first property in (20) establishes (iv) andyeather with the spatial equilibrium condition (7)

(whereby jurisdictions with a highen —tj0 have a higher equilibriunh-ljo) and the location
preferences (3) (whereby jurisdictions with a higl® command a higheH?), implies (i) and
(v), respectively. Finally, turn to (iii): (14) eiunsast].o >0 ande0 >0, allj. To see this, recall that

the jurisdiction with the minimum equilibrium deteinistic utility and the lowest regulatory tax
is the jurisdiction with the lowesy — call this jurisdiction ‘min’. From (i) and (iv)the least

attractive jurisdiction has a less than averagelibgum population share, i.ef’ <1/J (so

that k%, >1/2). Using these as well as (12) and (13), we get:
1-3Yw, —JHT gt
Vn?m > ( g n;cln0 and tr?ﬂn w (22)

min

Both lower bounds are positived,,, >Hr /(J-1), i.e., if (14) holdsQED.

'min
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Appendix B. Guide to calculations (not intended for publicatior)
B.1. Guide to calculations

Derivation of (3). The location choice probabilities in (1) aual to

_ exp( InV, /a)
7Y exp(Inv, /o)

kOO

\Y/

j

2V

kOO
_1Vvi
JV'

The first equality above follows from the distritartal assumption of the stochastic term in (1),

the second follows fronar =1, and the third by definition o .

Itis useful to totally differentiate (7) for furth reference. Using the definitio =H, /H yields

1

-t

I

df, = f, (1~ f;)

J

(de ). (22)

Derivation of the SPE(12). Using (22) to substitute fatH’ / ct; in (10) yields

R
dt;
df
=(rH? +tj°)HO|—tJO+Hj0

j

:(rH]F’ +tj°) f °H -1 - 1 - 1_0 + f°H
w, —tj J -t

= f°H {( foHT +1)) ~ 1_t0 (-1+1°) +1} ,

] j

where the second line follows from (10) and (7§ third one follows from (7) and (11) and the
final one follows from rearranging terms and usifid). For cities that are non-empty in

equilibrium, this implies that the term in the gubracket is equal to zero. This fact and imposing
(14) together enable us to write

o —t) = (1= 1) (1) + 1, HT) . (23)
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Isolatingt yields (12), as was to be shown. In (12§,0(%,1) holds by f°[(0,1). Imposing
(14) ensures that’ >0 for allj; relaxing it would imply f’ =V =0 for somg.
Establishing (18). Using (22) with @y = 0 and usingiH; = Hdf; by definition off; yields

2478 5, AT (-1+1))
dt, @
_ 2(“) _ti)_HiT(l_ fi)

)

@~

_ 2(“) -4 —er)+er(1+ fj)

)

@
_ +HT(1+ 1))
@ -t

>0

where the fourth equality follows from (4). The dquality follows fromV, > 0 and establishes the
first part of (18). We now show thBk(t;) is concave; differentiating (22) one more timelgs:

¢t __2[3(@-0)(w-1)]
; [9(@-0)]

__ sz,—q(a& —t,) <0
[zkmm(@ _tk)]3

This implies the second part of (18) b, = Hdf;, as was to be shown.

Establishing (19) and (20). Differentiating (23) yields
deg —dt? == *(t0 + fHT)+(1- £°)( d + Hr d,°)
=(1-1P) at + [ ~(t0+ £°HT) +(1- 1) Hr |

.

= (1- fJ_O) at? +[—(tj° +f°H r) +(1— fl.o) Hr} fl.o(l— fl-o) gy
] J

()

where the third equality follows from (22). Isolagithe term(da)j dtlo) and rearranging yield:

(@ -t°) (- £°) ck® ={(a)j —t0)+[(t°+ 1, H7) = (1= £, ) Hr | 121~ 1, O)}( a9 - d.

In turn, using the definition of; in (4) and rearranging yield:
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(Vo + £oH7) (1~ (V°+f°Hr J+[to+(2f, - YHr] £, 911, }( - d

I

4=
{VJ°+ t°+[1+(2f0 :I)( )}f(Hr}( ) cﬂ)

[V°+f £0)t0+(3-2f°)(1,9) HT}((&)j_dio)’

J

which we rewrite ad,dt? =r, (dwj - ctlo) wherel; andr; are defined in (19)Both terms are
positive by inspection. This implies (20) and, tbgge with (22):

df ° 1
d—a')j: £2(1- f.°)—

which is another way of getting property (i).

Establishing (21). Using (12) for the least desirable jurisdintiyields

t° =Kk W ( mm)f Hr

min min min min
-1
w,,—J HT
2

>

which is positive if (and only if}w  >H7/J; the inequality follows fromf° <1/J and

min

0
m|n

>1/2. By the same token, applying (13) to the leasirdete jurisdiction yields

(VAC (1 Kmm)w -k, fOHT

1-3Yw. -JHr
(21-37) @y
g 2-f° ’

min

which is positive if (and only ifyu

min

>Hr /(J -1); the inequality follows fromf’ <1/J.Asa

result, botht? >0 andeO >0 hold for allj if (14) holds, as was to be shown.

B.2. The lobbying game

We follow Bernheim and Whinston (1986) and Detital. (1997) in assuming that the owners of
undeveloped land (or land developers) and the awokdeveloped land form two competing

lobbies that influence the planning board by waylaifbying contributions. Specifically, we

assume that the planning board maximizes aggregabging contributionsC, EZAch‘, with

N O{owners of developed land, land developers}. Thigeotive function conveys the idea that

the planning board caters only to the interestkod stakeholders. Note that land stakeholders

include absentee landlords, local landlords, lagektbpers, homeowners and even renters when
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rent controls are in place (de facto, rent contaglsas way to share land rents between the owner
and the renter).

We also assume that each group offers a ‘menu’ amitributions to the planning board,
contingent on the degree of regulatipractually chosen so thaf :cjf‘(ti). The timing of the
contribution game is as follows. The lobbies (thericipals’) move first and simultaneously, the
planning board (the ‘agent’) then chooses to actieptcontributions or not and, contingent on
accepting some, both, or no contributions, chodgesince the principals move first, at

equilibrium they choose! so as to ensure that the agent accepts the aatiritand enforces a

regulation that is closer to the interests of loBbyWany contribution schemes are possible (and
thus many Nash equilibria exist), but Bernheim &vldinston (1986) show that the set of best

responses of each lobbyaday contribution scheme chosen by the other playaisides a linear

schedule of the forne’(t;) =R"(t,)-c', whereR" is the aggregate land rent pertaining to
lobby A and ch is a constant determined at equilibrium. Thesedlircontribution schedules also

have the desirable property to produce the unigoalition proof Nash equilibrium’ of the game.
Goldberg and Maggi (1999) show how a model in whiah set by cooperative Nash bargaining

produces a similar policy outcorfe.

As a result of these assumptions, the planningdooaaximizes aggregate land rents as in

equation (9) of the main text.
B.3. Adding agglomeration economies

We claim in the text that adding agglomeration @comes or external congestion costs do not
affect the essence of our model and empiricaleggsatTo see this, let local amenities and local

wages be a function of local population and a locaspecific shifter, which we write
a, :a(Hj,aj) andw, :W(Hi,Wj) so thatw :a)(Hj,&Jj). Without loss of generality we let
az([)]>0 and WZ([)]>O (subscripts denote the variable with respect tackvithe function is
differentiated). It is reasonable to assumg[)>0 (agglomeration economies) amg(J<0 if

people prefer to live in places that are not toasdeon average. Thus the terq([)] can be

1 Goldberg, P., and G. Maggi. 1999. ‘Protectiondale: An empirical investigation&merican Economic Review,
89(5): 1135-1155.
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positive or negative a priori. Equation (7) stikfines a spatial equilibrium in this context

though it is now an implicit equation. Its solutierists and is locally stable if the RHS of (6) is
decreasing, which is the case rfg(

[)]<r Imposing w, (JJ+a,(0J<7 for all j and all
H. OO , yields uniqueness. Turning to the regulation gathe,first order condition for of the
i t

programmay, R (t)reads (omitting complementary slackness for siritg)ic
d 0 —_ o0 0 0 d 0
- RG _*4i+(Hir+H)Eiina“L)
t;=t? J
where

0,

—40
t; =t

d, "7 @»-T-Hr I T-fir

Thus, the size of a jurisdiction still decreasethwespect to its own regulation in equilibrium. By

the same token, it is easy to show that more d#sitacations are more populated in the spatial
equilibrium by

H' r— H'IW'1~' H
dH (W ,a ;D]:__;_ 1-—1 || 1+ c_ul i 1) 1-
e w-t —Hr H 7) -

X[@(Hj,wj,éj)df\/j +ao

Likewise, the rest of the analysis goes throughtared (adding some regularity conditions)
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