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Abstract. This paper investigates the e¤ects of the ability to jointly rule out actions on the
analysis of a strategic form game. If players can voluntarily sign contracts that jointly commit
them to rule out some of their actions, mutually bene�cial bargains can often be found. It may
appear that making sure that such bargains are e¢ cient occasionally requires players to sign
random contracts, which commit them to a speci�c course of action based on the realization
of some extraneous randomization. Indeed, the set of allocations implemented if players
have a single opportunity to sign contracts that deterministically rule out some actions, is
characterized and often ine¢ cient. The analysis however shows that if players have su¢ ciently
many opportunities in which to sign such deterministic contracts, any individually rational
allocation is approximately implementable. Therefore, even in games that are not convex,
the implementation of any e¢ cient and individually rational allocation does not require any
randomness in the mechanism used if players have several opportunities in which to reach an
agreement.
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1 Introduction

Intrinsic to the de�nition of game is the ability of players to fully commit to any of their avail-
able actions at any choice instance. Such de�nition takes action sets as exogenous elements
of the problem and presumes that players can under no circumstance rule out any of the
available strategies before the game takes place. If, indeed, such description is appropriate for
many strategic environments, it does abstract from the institutions determining which choices
are available to players. In fact, if actions sets were determined by players�commitments to
rule out strategies, such abstraction would focus the analysis on the interim payo¤s of the
game. An alternative approach consists of, explicitly, taking into account such options to rule
out strategies before the game takes place, thereby making choice sets endogenous. Actions
chosen would then necessarily depend on commitments previously undertaken.

Di¤erent institutions enabling players to rule out strategies can be envisioned. Some
have commitments arising from unilateral pledges, as in the case of a producer setting its
capacity, others from joint agreements amongst players, as in the case of a traditional marriage.
While either type of institution can enhance cooperation amongst players by eliminating
tempting, but costly strategies, commitments undertaken and actions played in equilibrium
may signi�cantly di¤er.

The analysis characterizes the set of allocations implemented by di¤erent institutions that
can be used to commit the players�course of action. The methodology adopted extends the
original game by modeling explicitly how commitments arise before actions are chosen. Any
extension in which all players�choices that precede the game only determine the set of feasible
actions in the game is referred to as commitment game. The main conclusion of study is that
if players are given su¢ ciently many instances in which to commit any individually rational
allocation can be implemented without the need of public randomizations. In proving such
result, properties of di¤erent commitment institutions will be discussed.

If commitments can arise only from unilateral pledges, implementing such payo¤ hull will
not be possible even if player are given arbitrarily many instances in which to commit. A
paper by Renou [17] characterizes the set of payo¤s that can be implemented if there is a
single instance in which to commit. In a separate paper I analyze what allocations can be
implemented if there are multiple rounds in which to unilaterally commit and what conditions
warrant the implementation of the individually rational hull.

When commitments are jointly determined, however, an extension of the game will need
to specify not only a set of feasible contracts, but also the nature of the agreement amongst
players necessary to enforce each of those contracts. The most cooperative class of commit-
ment extensions requires a unanimous agreement in order to rule out any strategies. Such
mechanisms allow each player to object to any commitment that modi�es the structure of
original game.

The characterization of the payo¤s implemented by mechanisms belonging to this class
shows that, if players have a single period in which to commit and if pledges can only deter-
ministically rule out strategies, not necessarily can any e¢ cient allocation be implemented.
The concavity of the payo¤ hull of the original game can, indeed, lead to such negative con-
clusion. It may appear that in order to overcome such shortcoming in the implementation
result lotteries on commitments ought to belong to the set of feasible contracts. In fact, such
assumption would result in the implementation of all allocations exceeding each players worst
Nash outcome, since any deviation from such a contract could be discouraged by appropriate
beliefs about equilibrium play in the subgame.

Surprisingly however such random contracts may never be necessary to implement the very
same payo¤hull if players have several instances in which to jointly commit. In such extension

2



Joint Commitment F. Nava

at any such instance players can agree to rule out strategies, not previously eliminated.1 The
central result to the analysis of unanimous commitment games asserts that, under weak di-
mensionality conditions on the original game, any payo¤ pro�le that exceeds the worst Nash
outcome can be approximately implemented as the number of rounds in which to commit
increases. Moreover only contracts that fully commit players to a single pure strategy pro�le
of the original game are necessary to attain such result. The claim hinges on the existence of
continuation values that motivate each player to occasionally concede to unfavorable contracts
at various stages, in order to support concession by the others�to contracts favoring him at
later stages. Hence, time su¢ ces in forming beliefs about sequences of concessions to deter-
ministic contracts that implement any payo¤ pro�le that can be obtained in a single instance
with random contracts. Any such sequence of beliefs can be interpreted as a description of
the bargaining process amongst players trying to sign one of such deterministic contracts. An
implication of such claim is that even when a single round of deterministic commitment is
ine¢ cient, not observing a random contract being signed should not, per se, be interpreted
as a signal for ine¢ ciency.

Even though increasing either the set of feasible contracts or the number contracting
rounds implements the same outcome set, the contracts signed in either scenario do signi�-
cantly di¤er. Indeed, increasing the number of rounds often results in players signing with
positive probability contracts that would never be individually rational to them if there were
a single instance in which to commit. The simplicity of a stochastic extension is counterbal-
anced by the considerable number of contracts required in the implementation and by the
empirical counterpart of such contracts that often involve lottery-contracts being signed. A
multi-round extension, though technically more involved, requires far less contracts and all of
them deterministic to realize the same objective.

1.1 Related Literature

The idea that unilaterally limiting one�s �exibility at the choice instance can be bene�cial is
deeply rooted in the game theoretic literature. Many examples of the advantages and lim-
itations of commitment can be found in Schelling�s classic [18]. A part of the literature on
the topic investigates how bargaining impasses can arise form unilateral and uncertain com-
mitments to favorable positions. Crawford [5] shows why rational players, when bargaining,
may elect to commit, even when doing so leads with some positive probability to an ine¢ -
cient impasse. Powell [16] shows how such con�icting commitments arise when compromise
solutions are not enforceable. Ellingsen and Miettinen [8] extend results by making commit-
ments certain introducing small costs to commit. Their analysis shows that costs reduce the
multiplicity of equilibria and that equilibria in which the probability of an impasse tends to
one can arise, as costs tend to zero. Hart and Moore [13] discuss the role of unilateral pledges
in an environment with one sided incomplete information and bargaining. They show how a
trade-o¤ between commitment and �exibility could arise in the choice of the optimal pledge.

More recently, a literature has developed relating unilateral commitments to the endoge-
nous timing of moves in a game. In the context of duopoly game Hamilton and Slutsky [12]
show how the ability to unilaterally commit to any single action, by endogenizing the timing
play, may implement the leader-follower equilibria of the game. Van Damme and Hurkens
[6] provide conditions under which the equilibria of the original game are robust to unilateral
commitments to single pure strategies. Renou [17] extends results further allowing all players
to unilaterally commit to any subsets of their action set. For such technology, necessary and

1 In these extensions time is immaterial. It merely de�nes the number of rounds left to negotiate and the
set of available contracts conditional on agreements previously signed.
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su¢ cient conditions are provided for implementation of any pure strategy pro�le in the com-
mitment expansion of the original game. Therein, it is shown that commitments to single pure
strategies may not su¢ ce for the implementation of an e¢ cient allocation, even when unilat-
eral pledges to subsets of strategies do. Again, a trade-o¤ between commitment and �exibility
can arise, which in turns crates a rationale for the optimality of limited commitment. The
results presented section ?? generalize the implications of such models. A related paper by
Bade, Haeringer and Renou [1] extends results to well-behaved two players continuous games.

1.2 Roadmap

The paper proceeds as follows: section 2 presents an example motivating the analysis, section
3 sets up notation and de�nes properties of the commitment structures studied; section 4 char-
acterizes the equilibria of a commitment extension and provides simplifying results; section
5 characterizes the set of payo¤s implemented by a single round of unanimous commitment,
gives su¢ cient conditions for e¢ ciency and shows that some e¢ cient allocations cannot be
implemented by any deterministic commitment; section 6 argues that whenever agents have
arbitrarily many stages in which to commit, all allocations exceeding each player�s Nash threat,
including the e¢ cient ones, are implementable. Therein, it is shown how harmful concession
at each commitments stage may be motivated by beliefs about favorable concessions at later
stages. Section 7 reports examples motivating theory developed. Section 8 concludes and
discusses related projects. In appendix (section 9) it is possible to �nd proofs omitted from
the main text. A longer draft of the article with more results can be found on my website.

2 Example: Invasion and Deployment

Consider a scenario in which two countries decide how much to invest to conquer a land of
size 1. Suppose that each country chooses how many units of its force to deploy and that
sending q 2 [0; 1] has a total cost of c(q) = 6q � 3q2. Assume that the returns on every
unit deployed decrease with the total number of units deployed by the two countries for the
invasion, Q = q1 + q2. Speci�cally, let such returns be de�ned by d(Q) = 10 � 3Q. Hence,
for any possible pro�le of deployments, (qi; qj) 2 [0; 1]2, bene�ts form the invasion for country
i 6= j 2 f1; 2g reduce to:

ui (qi; qj) = d(qi + qj)qi � c(qi) = 4qi � 3qiqj

If the two countries must choose deployments independently, no course of action can ever lead
to pro�t pro�les outside:

A =
n
(u1; u2) 2 R2ju2 � 16=3 + u1 � 8

p
u1=3, u1 � 0 & u2 � 0

o
The concavity of A implies that some feasible allocations can only be obtained by correlating
the deployment choices of the two contenders. In fact, the set of feasible ex-ante payo¤pro�les,
denoted by U , consists of all payo¤s in co(A). The unique Nash equilibrium for this invasion
model requires both countries to invade at full force, q1 = q2 = 1 and to make unit pro�ts.
Figure 1 depicts the aforementioned payo¤ sets.

Indeed because any action that does not involve full deployment is strictly dominated,
no player would bene�t from limiting unilaterally his ability to deploy. Thus, even if players
could unilaterally commit to lower deployments, they would never do so in equilibrium.

If instead both countries had the ability to limit their deployment by jointly committing
to not use full force, it would be possible to increase the set of allocations implemented as a
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equilibria of the enlarged game to include all payo¤pro�les in A that exceed the Nash outcome
of either player. For instance consider how payo¤ pro�le (4=3; 4=3) could be implemented by
having both countries jointly pledge to limit their deployment to 2=3. Indeed, signing such
contract would yield additional pro�ts to each country, since any deviation at the contract
signing stage would at best implement the unique Nash outcome of the original game.
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1: red U , gray A, blue N , green solid KU

However no e¢ cient payo¤ belongs to A and is preferred to the Nash outcome by both
countries. It may appear that the implementation of such payo¤ pro�les requires the use
of a stochastic contracts that make either country the only contender with a probability in
[1=4; 3=4]. For instance, a probability of 1=2 would yield to both players ex-ante expected
pro�ts of 2.

The analysis presented shows that any such allocation can also be implemented without
any randomness in the contracts signed, if countries have su¢ ciently many rounds in which
o¤er contract on reduced deployments. Thus, having multiple stages in which to commit
may defy the need for randomness in contracts. Indeed, consider how the two countries
could implement with two rounds of deterministic contracting the pro�t allocation (1; 2), that
lies outside A. With a single stage of contracting commitments not to deploy more that
(0:5512; 0:4262) units, respectively, would support pro�ts (1:5; 1) as an equilibrium. In fact
both countries would weakly bene�t by signing such an agreement. With an additional round
of contract signing even payo¤ pro�le (1; 2) could be supported. Indeed suppose that at the
second stage contracting stage both countries randomize on three contracts that only commit
the �rst country not to deploy, but that di¤er on �ne prints. Fine prints must coincide as
well for any such contract to be enforced. The game possesses an equilibrium in which both
countries randomize three of such devices with equal probability and in which miscoordination
on one of these devices leads players to sign the contract (1:5; 1) at the latter round. If any
deviation from such strategy is punished by the other country with the refusal to contract
any further, the described strategies constitute an equilibrium of the commitment expansion
of the game, since:

u1(�1; �2) = (1=3)0 + (2=3)1:5 � 1
u2(�1; �2) = (1=3)4 + (2=3)1 � 1

Therefore the implementation of ex-ante payo¤ pro�les that do not belong to the equilibrium
set when there is a single occasion to commit, is possible when more occasions are given to
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reach an agreement. The analysis shows how with su¢ ciently many rounds in which to sign
deterministic contracts it is possible to implement any pro�t pro�le exceeding each player�s
worst Nash threat, as a subgame perfect equilibrium of the enlarged contracting game.

In this model players may occasionally o¤er contract that are not their best interest if
signed, because they believe that such behavior may favor them in the negotiations to come
if no agreement is found. In the example player 1 is willing to o¤er contracts forcing him not
to deploy, because he believes that he will o¤ered a favorable contract at the next round if no
agreement arises. This model thus provides a theory of bargaining on deterministic contracts.
In the leading interpretation of the model an o¤er corresponds to an envoys with orders to
sign a speci�c contract at some round.

3 Unanimous Commitment Structures

3.1 De�nitions: Payo¤Hulls & Equilibria

Consider a strategic form game fN; fAi; uigNg, where N denotes the set of players, Ai the
set of actions of player i 2 N and ui : A ! R his utility map 2 Throughout the paper, for
any set X, 2X and �(X) denote respectively the power set and the simplex of set X.3 For
notational convenience, for any Cartesian product �i2NXi let �N (X) = �i2N�(Xi) denote
the Cartesian product of the simplices.

De�ne set of ex-ante and ex-post feasible payo¤ pro�les, respectively, by:

U = fu(�) 2 RN j� 2 �(A)g & A = fu(a) 2 RN ja 2 Ag

Also, let I = fu(�) 2 RN j� 2 �N (A)g denote the set of ex-ante feasible payo¤s if players are
bound not correlate their strategies. By construction any payo¤ pro�le that belongs to Nash
equilibrium payo¤ hull N also belongs to the independent hull, N � I. The Nash equilibrium
strategy set is denoted by E � �N .4 The set of payo¤ pro�les belonging to the weak Pareto
frontier of the game is denoted by P.5

Finally, let Nash rational payo¤ hull consists of all ex-ante feasible payo¤s that exceed the
worst Nash equilibrium outcome of each player. That is:

N =

�
u 2 Ujui � min

u02N
u0i, 8i 2 N

�
� N

The notation ui is used recurrently to denote a payo¤ pro�le that yields worst Nash outcome
to player i. That is: ui 2 argminu2N ui. The term Nash threat is used throughout to refer to
such payo¤ pro�le.

3.2 Joint Commitment

3.2.1 Deterministic Commitments

This section describes how commitment expansions of a strategic form game are modeled
throughout the paper. First, the framework is introduced, then properties of such expansions
are discussed.

2 I adopt the following common conventions: A = �i2NAi, A�j = �i2NnjAi & AJ = �i2JAi for 8J 2 2N .
Similar conventions are adopted for elements.

3For X a set, �(X) =
�
� 2 RX+ j

P
X �(x) = 1

	
.

4Speci�cally E = f� 2 �N (A) jui(ai; ��i)� ui(�)) � 0 for 8ai 2 Ai & i 2 Ng and N = fu(�) 2 U j� 2 Eg.
5Speci�cally, de�ne P = fu 2 U j@u0 2 U : u0 � u > 0g.
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In the context of the paper, the term commitment is used to refer to a voluntary and fully
enforceable pledge to rule out actions before the choice stage. Therefore, a commitment rules
out, but does not necessarily rule in strategies. In this setup, each player�s pledge may depend
on the pledges made by others, but not on the actions chosen by others.6

For any strategic form game a commitment structure, fMi; kigi2N , consists of a collection
of message spaces, Mi, and of a collection of functions mapping message pro�les into non-
empty action sets: ki :M ! 2Ain;. To ease the analysis, only consider commitment structures
with �nite messaging spaces. For a given commitment structure, the extension of the game
fN; fMi; ki; Ai; uigNg consists of a two stage simultaneous move game. At �rst, players choose
which messages to send, then commitments are realized based on messages sent and actions
are chosen within the, consequently, restricted strategy sets. Assume that all player at the
choice stage know all messages sent at the commitment stage. Perfect monitoring of the
messages makes the extended game one of complete information and enhances the ability to
punish deviating players.

A commitment structure is voluntary : if for any player i 2 N and there exists messagemi 2Mi

such that ki(m) = Ai independently of messages sent by the other players m�i 2M�i. In any
such structure, if an player ever commits, he must do so voluntarily, because he could have
prevented any commitment on his part by sending the no commitment message, mi. The
analysis focuses on voluntary structures, because they entail an inalienable right for players
to control actions and restraints that a¤ect their own choice set in the original game.

A commitment structure is with veto whenever for any agent i 2 N , there exists message
mi 2 Mi such that k(m) = A independently of the pro�le of messages of the others m�i 2
M�i.7 Such a commitment structure requires all to agree for anyone to commit.

A commitment structure is said to be independent (or unilateral) if it is voluntary and if
for any player i 2 N and message pro�le m 2M :

ki(m) = ki(mi;m
0
�i) for 8m0

�i 2M�i

Such a mechanisms are without veto, since no player can ever block unilateral commitments
undertaken by others. Indeed, independence implies that ki : Mi ! 2Ain; for any i 2 N . A
particular type of independent commitment structure is discussed in detail by Renou in [17].

A commitment structure is said to be unanimous if it is with veto and if ki(m) 6= Ai for
some m 2M and i 2 N , implies that, for 8j; l 2 N :

kl(m
0
j ;m�j) = Al for 8m0

j 2Mjnmj

Also unanimous structures require an agreement amongst all players to enforce any given
pledge, since all players have the ability to block any commitment. For convenience, de�ne
a unanimous commitment structure to be in canonical form if Mi = M� for any i 2 N and
that ki(m) 6= Ai for some i 2 N implies that m = mN

i 2 M . The only restriction upon
simple unanimity is that all players have a common messaging space. Pledges in a canonical
form unanimous supergame can, thus, arise only on the main diagonal of the game. Focusing

6This assumption is invoked in order to guarantee existence of equilibria at the action stage. In fact, if such
assumption were not invoked, it could be that the extent of each player�s commitment be unknown to him,
when choosing which action to play [if others randomize]. This would undermine assumptions necessary that
grant existence.

7Any commitment structure with veto is voluntary, but the converse is not generally true.
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on such subclass simpli�es the analysis, while posing no limitation on implementation of any
particular allocation. In a two player setup this would account to:

1n2 m1 m2 m3 :::

m1 k(m2
1) A A :::

m2 A k(m2
2) A :::

m3 A A k(m2
3) A

::: ::: ::: A :::

This paper will discuss in detail the set of allocations implemented by the class of unanimous
commitment structures. It will also be shown that allowing also agreements that commit only
those who are willing to commit, cannot reduce the set of allocations implemented.8 The set
feasible commitments structures on action space A is denoted by:

K =
�
(k;M)

��k :M ! �i2N [2Ain;]
	

Similarly letU denote the sets of unanimous structures. That is, U = f(k;M) 2 Kjk unanimousg.
In such de�nitions the dependence on the original action space is omitted for notational ease.

3.2.2 Stochastic Commitments

All the mechanisms described up to this subsection were deterministic. Because the analysis
discusses when focusing on deterministic devices entails no loss, consider a richer class of
mechanisms that includes random commitment devices. In such scenario, players can agree
sign contracts that randomly enforce restrictions on their set of available choices. Again, as
a benchmark, assume that after the lottery is performed all information about messages sent
and commitments realized is released to all agents.

Formally, a stochastic commitment structure consists of a map from messages pro�les to
lotteries on the set of feasible commitments. That is k : M ! �(�i2N [2Ain;]). Any joint
distribution on action pro�les is an example of such a lottery. Denote the set of stochastic
structures by:

S = f(k;M)
��k :M ! �(�i2N [2Ain;])

	
Equilibrium outcomes of a stochastic commitment structure cannot necessarily be imple-
mented by any deterministic commitment device. Indeed, mechanisms in this class presume
that players have the ability to condition how to rule out their actions upon the outcome of
some randomization device. Such delegation ability may allow players to sustain in equilib-
rium distributions of commitment pro�les that would not have be self-enforcing for any given
deterministic device.

Notation k(A0jm) will be used to denote the probability that players are committed to
pro�le A0 � A given that they signed up to lottery k(m). As, usual messaging spaces will
be assumed �nite. A stochastic commitment structure is said to be independent if k(m) =Q
i2N ki(mi) for any message pro�le m 2M and for ki :Mi ! �(2Ain;) for any player i 2 N .

8A commitment structure is direct whenever Mj = k(M) � A, for any agent j 2 N .
An intermediate form of commitment may require agreement only by those committed. Indeed a direct

commitment structure is said to be consensual, if it is direct and if for any agent i 2 N it satis�es:

ki(m) =

�
projimi if mi = mj for 8j 2 N(mi)
�i if otw

for N(mi) =
�
j 2 N : projjmi 6= Aj

	
. Consensual commitment structure is voluntary, but without veto.
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3.3 Envoy Interpretation of the Model

To interpret such mechanism consider an environment in which all players have an envoy they
may send to o¤er a contracts. When the envoys meet they will sign a contract only if all
o¤er corresponds exactly to what they have been told to sign. In this context contracts may
di¤er even when they lead to the same restrictions on future behavior, since k(m) = k(m0)
for m 6= m0 is possible. Such di¤erences may be interpreted as the formulation of the contract
or the location where signing will take place. The contracts o¤ered by the envoys if signed
require all players to rule out some courses of action, either randomly or deterministically.

4 Subgame Perfect Equilibria of a Commitment Game

All propositions and remarks in the following sections should be completed with the, system-
atically, omitted quanti�er: �For any complete information strategic form game...�. Also,
all sets, should be taken to depend on the original game. First equilibrium behavior in the
committed subgames is discussed, then the commitment supergame is analyzed.

4.1 Equilibria of the Committed Subgame

Consider a subgame in which actions are restricted to a non-empty subset A0i � Ai for any
player i 2 N . The perfect monitoring assumption requires any player to know all commitments
made by all others. Let hu;A0i =

�
N; fA0i; uigN

	
denote such subgame. The set of Nash

equilibrium strategies and payo¤s for such a subgame are, respectively, de�ned by:

E


u;A0

�
=

�
� 2 �N (A0)

��ui(ai; ��i)� ui(�) � 0 for 8ai 2 A0i & i 2 N 	
N


u;A0

�
= fu(�) 2 U

��� 2 E 
u;A0�	
Since any such subgame is a strategic form game Nash equilibria exist. More interestingly, for
any two commitment subgames that can be ranked by inclusion, if an equilibrium strategy of
the larger subgame is not ruled by the restrictions in the smaller subgame, then that strategy
pro�le must, also, be an equilibrium of the smaller subgame. Formally:

Remark 1 For any A0 � A00 � A, if � 2 E hu;A00i and � 2 �(A0), then � 2 E hu;A0i.

In fact, whenever an equilibrium strategy of the remains available, conditional on the other
players behaving according to it, it is, still, optimal for any agent to follow such strategy,
because the set of possible deviations from it is smaller than in the larger subgame. Therefore,
any equilibrium of the original game remains an equilibrium of any subgame in which the
corresponding strategy is not ruled out by the choice of commitments.

4.2 Equilibria of the Commitment Supergame

4.2.1 Deterministic Commitment

For any commitment structure (k;M) 2 K, denoted only by k in this section, de�ne the set of
feasible maps from message pro�les to Nash continuation payo¤s of the committed subgame
by:

V (k) =
�
v 2 UM jv(m) 2 N hu; k(m)i for 8m 2M

	
Implicit in such de�nition of continuation values is the ability of agents to condition their
course of action not only upon the commitments realized, but also upon messages sent by
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other players at the contracting stage. Therefore, equilibrium action pro�les may di¤er in
the same restricted action domain k(m) = k(m0), whenever such commitments originate from
di¤erent message pro�les, m 6= m0. This is a direct consequence of the perfect monitoring
assumption discussed and invoked previously. Weaker monitoring structures limiting the
punishment ability of the players could reduce the set of implementable payo¤s.

For any feasible pro�le of continuation payo¤s, v, denote the simultaneous move commit-
ment supergame by: hv;Mi = fN; fMi; vigNg. Let K(k) denote the set of subgame perfect
equilibrium payo¤s of a game extended by means of commitment structure k. Such set com-
prises all Nash payo¤ pro�les of any the feasible game hv;Mi:

K(k) = [v2V (k)N hv;Mi

Behavioral strategy pro�les of a commitment game are denoted by (�; �) and satisfy � 2
�N (M) and �(m) 2 k(m), for any m 2 M . Occasionally, a continuation maps in V (k)
is denoted by u(�j�) = u(�(�)), for �(m) 2 E hu; k(m)i the behavioral strategy following a
message pro�le m 2M .9

4.2.2 Stochastic Commitment

The de�nition of stochastic commitment structure had any pro�le of messages m 2 M cor-
respond to a lottery k(m) on set of feasible action pro�les �i2N [2Ain;]. Therefore, for any
k 2 S, the set of feasible continuation payo¤s would be de�ned by:10

V (k) =
�
v 2 UM jv(m) = w(k(m)jm) for w(A0jm) 2 N



u;A0

�
for 8A0 � A, for 8m 2M

	
In this context, the de�nition of equilibrium payo¤ hull for the commitment supergame, K(k),
remains unchanged with respect to the deterministic case once the appropriate de�nition of
continuation values is established.

5 Implementation with a Single Round of Commitment

This section characterizes payo¤s implemented when a unanimous agreement is required to
commit. If deterministic, such contracts generally lead to e¢ ciency gains, but not necessarily
Pareto e¢ ciency. Indeed, in such contracting environment random pledges may be needed to
implement any e¢ cient allocation.

First, properties of unanimous structures are investigated, then the set payo¤s imple-
mented by the entire class U are characterized and, �nally, e¢ ciency is discussed. All proofs
of the claims to follow only make use of unanimous structures that are in canonical form.

5.1 Deterministic Commitment

The initial remarks outline elementary properties of the payo¤ sets that can be implemented
by unanimous commitment structures. First, notice that any payo¤ that exceeds the worst
Nash threat for all players and that belongs to equilibrium set of some committed subgame
can be supported as an equilibrium of an appropriately chosen commitment structure. That
is, for KU = [k2UK(k) and V = [A02�i2N [2Ain;]N hu;A0i:

9Thus, for any behavioral strategy (�; �):

ui(�j�) =
P

M �(m)ui(mj�) =
P

M �(m)
P

A �(ajm)ui(a) =
P

A ui(a)
P

M �(ajm)�(m)

10For w(k(m)jm) =
P

A0�A k(A
0jm)w(A0jm).

10
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Remark 2 For any u 2 V \N there exists a unanimous commitment structure, k 2 U, such
that u 2 K(k). Hence, KU � V \N .

Because any player would have a weak incentive to commit to such a payo¤, whenever all
the others agreed to it, if threatened by his worst equilibrium outcome. As a consequence,
all Nash equilibria of the original game belong to the set of unanimous commitment payo¤s
since any Nash strategy yields a payo¤ in N . That is, KU � V \N � N . Also, observe that
unanimous pledges never implement a payo¤ outside the Nash rational hull, because some
player would have an incentive to veto such pledge:

Remark 3 For any unanimous commitment structure, k 2 U, and any u 2 K(k) it must be
that u 2 N . Hence, N � KU.

The third observation points out that an allocation implemented in pure strategies by unan-
imous pledges if and only if it belongs to the hull V \ N .

Remark 4 There exists k 2 U and v 2 V (k) such that �(m) = 1 for some m 2 M &
v(�) = u 2 K(k) if and only if u 2 V \ N .

The last and more useful remark states that enlarging the messaging space of a given unani-
mous commitment structure cannot reduce the set of payo¤s that can be attained as subgame
perfect equilibria of a unanimous commitment extension. More precisely:

Remark 5 For (M;k) ;
�
M;k

�
2 U, if M � M and if k(m) = k(m) for any m 2 M , then

K(k) � K(k).

This observation relies on the cooperation that unanimity requires for players to commit. The
remark, signi�cantly, simpli�es the analysis of any unanimous structure.

Before deriving tight bounds on the set of implementable allocation, notice that perfect
monitoring can be exploited by players to correlate their strategies. Indeed, any payo¤ in the
convex hull of the Nash equilibria of the original game can be approximately implemented by
some unanimous commitment structure. Formally, denoting by co(�) the convex hull operator,
the following holds true:

Proposition 6 For any u 2 co(N ) and any " > 0 there exists a k 2 U and a bu 2 K(k) such
that ku� buk < ". Moreover, it is possible to �nd one such k that never restricts any player�s
strategy.

This proposition asserts that co(N ) � cl(KU), for cl(�) the closure of a set. Therefore, a
unanimous commitment mechanism can be found that mimics any direct communication. Its
is possible to do so, because the perfect monitoring assumption allows players to condition
their actions upon the messages previously sent and publicly observed. The proposition, also,
asserts that any such payo¤ can be implemented by a structure in which commitments never
materialize in equilibrium. As discussed later, this result makes the analysis of structures in
which players have several rounds in which to commit more tractable.

The next proposition provides an upper-bound on the equilibrium hull for games that
possess a unique Nash equilibrium outcome.

Proposition 7 If jN j = 1, then KU � V \N \ co(V \ N ).

11
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For V \ N = fu 2 Nj9u0 2 V \ N : u0 � ug denoting the set of payo¤s exceeding the Nash
threat, but dominated by some element in V \N . This proposition identi�es an upper-bound
for the payo¤s attainable without communication. The constructed bound is contained in the
convex hull of pure Nash equilibria of the commitment extension that is co(V \ N ). Indeed,
the smallest convex set containing the Nash payo¤ set will, by (1), be co(V \ N ). Such
upper-bound in (2) is not, in general, convex. The most interesting consequence of part (2)
of the claim is that all allocations that are e¢ cient within the commitment payo¤ set, KU,
always, belong to the set V \ N . Hence, for games with a unique equilibrium payo¤, when
no communication is permitted, the pure strategy equilibria of the messaging stage su¢ ce in
implementing all e¢ cient allocations within KU. Another consequence of the claim is that, in
such games, unanimous commitments do not, in general, lead to Pareto e¢ ciency. Examples,
in section 7, show that not all payo¤s in V \ N are necessarily implemented and that any
tighter characterization depends on the speci�c incentive structure of the original game.

The next proposition provides an upper-bound on the set of commitment equilibria for
the general case. Let UV = cc(V; co(N )), for cc(�; �) the convex combination operator11 and
N i = fu 2 Ujui � minN uig, then it must be that:

Proposition 8 KU � \i2Nco(N i \ UV).

Notice that such upper-bound set is convex, because any intersection of convex sets is itself
convex. Also, such bound is weakly bigger than any bound in the preceding propositions,
since:

co(V \ N ) � co(UV \N ) � \i2Nco(UV \N i)

Though it may, still, be that [\i2Nco(UV \ N i)] \ P = ;, in which case e¢ ciency could
never attained. Therefore, this bound provides a necessary, but not su¢ cient, condition
to test e¢ ciency, both with and without communication. The proof of this claim depends
almost entirely on individual rationality and does not make use of all equilibrium implications.
Indeed, the fact that any player must be indi¤erent amongst all messages sent with positive
probability was never used in the proof.12 This observation can potentially tighten the result.
Currently, the paper refrains from doing so, because gains derived from such tightening are
limited, while characterization of the bounding set becomes more complex.

5.1.1 E¢ ciency

Having the ability to jointly commit may often leads to mutually bene�cial agreements
amongst players. Indeed any allocation improving on the worst Nash outcome of each player
will be implementable, since A\N � KU. If the game were convex and compact any e¢ cient
allocation would therefore be implementable with a single round of contracting since P � A.

E¢ cient allocations, however, are not necessarily implementable whenever the game is
not convex. Indeed, it is possible to show that whenever no e¢ cient payo¤ belongs to the set
V \ N � I \ N , then no e¢ cient allocation will ever belong to the commitment equilibrium
payo¤ hull. Speci�cally:

Proposition 9 If V \ N \ P = ;, then KU \ P = ;.
11For any two sets, X & Y , denote cc(X;Y ) = f�x+ (1� �)yjx 2 X, y 2 Y & � 2 [0; 1]g.
12For any two messages sent with positive probability m0;m00 2 fmj�i(m) > 0g by player i 2 N :

ui(�j�) = ui(m0; ��ij�) = ui(m00; ��ij�)

12
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Indeed, this is the case for the non-convex prisoner�s dilemma that will be discussed in the
examples section. But, even in games meeting such assumption, hostile to coordination,
unanimous pledges generally achieve e¢ ciency gains on the equilibrium set of the original
game. The next sections show how either the ability to enforce random contracts or the
ability to commit at several rounds can always lead to e¢ ciency.

5.2 Stochastic Commitment

When such agreements can be used agents are allowed to jointly delegate their choice of
commitment to a third party who is able to forcefully impose the choice of commitment
conditional on the realization of some lottery. Such powerful technology helps agents to
discipline their incentives problems ultimately leading to Pareto e¢ ciency. In fact, because
any payo¤ in A may attained as a payo¤ of a subgame for some fully restrictive pro�le of
commitments, it must be that any payo¤ in U be attained by some lottery on such commitment
pro�les. Therefore any rationalizable allocation will be implementable, because all players
would agree on any one of them if threatened by their worst possible outcome. Consequently,
the following holds true, for KSU = [k2U\SK(k):

Proposition 10 KSU = N .

Even though it may appear that random contracts are necessary to implement the entire
Nash rational hull, the rest of analysis shows that this is not he case. Indeed, if players were
given several rounds in which to sign pure deterministic contracts, there would be no need
for randomness in contracts in order to implement the aforementioned payo¤ hull. Though
outcomes in the two scenarios may coincide, contracts signed in any given equilibrium could
signi�cantly di¤er. In fact, increasing the number of rounds will make up for reducing the
number of contracts.

5.3 Envoy Interpretation

Again consider the envoy interpretation of the model. If restrictions on the feasible set of
contracts require envoys make only deterministic o¤ers, e¢ cient agreements may never be
signed. Indeed, to little time would be given to the envoys in order to reach such mutually
bene�cial agreement given the limited set of contracts. If instead also random contracts can
be o¤ered and enforced, any allocation exceeding the worst Nash threat corresponds to one
such contract and can be implemented.

6 Implementation with Multiple Rounds of Commitment

Up to this point players were given a single instance in which to reach an agreement upon
which contract to sign. This section relaxes this assumption by giving to the players several
occasions in which to rule out some of their actions. It is shown that under weak dimensionality
conditions on the original game relaxing such assumption guarantees that each Nash rational
allocation can be implemented by some commitment extension. The mechanisms used at each
round will have players unanimously agree on which actions to rule out and will thus entail no
public randomization. The multiple rounds are exploited by the players to make concessions
that enable them to sustain mutually bene�cial agreements.

13
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A commitment structure with t+1 rounds consists of a sequence of maps fk0; :::; ktg = kt
that at any instance s 2 f0; :::; tg and at information stage ms�1 2M s�1 for any player i 2 N
satis�es:

ki;s(m
s�1) :Ms ! 2ki;s�1(m

s�1)n;

Such maps provide each player for given choice set ks�1(ms�1) and for any message pro�le
sent ms a new choice set for the latter round commitment round ks(ms). By construction any
action that is ever ruled out can never be ruled in again. The convention used requires that
k�1(m�1) = A.

Simple multi-round commitment structures may have players only commit to actions in
their choice sets :

ks(m
s) 2 A [ fAg

In such scenario if the commitment maps are unanimous at each rounds whenever an agree-
ment is found on a pure strategy pro�le of the original game, pledges end since all players
are committed to a single action. If instead no agreement is found, ks(ms) = A, players can
again try to commit at the next round, s� 1.

Denote the class of commitment mechanisms with t + 1 rounds that are unanimous at
each round by Ut. Equilibrium continuation values are then de�ned for s < t by:

Vs(m
s�1jkt) =

�
v 2 UMs jv(ms) 2 N hv;Ms+1i for v 2 Vs+1(msjkt) and 8ms 2Ms

	
Vt(m

t�1jkt) =
�
v 2 UMt jv(mt) 2 N



u; kt(m

t)
�
for 8mt 2Mt

	
Also, let K(kt) = [v2V0(kt)N hv;M0i denote the equilibrium payo¤ hull of commitment struc-
ture kt and let KtU = [kt2UtK(kt). Before proceeding to the main implementation result,
a four propositions on the evolution of the equilibrium correspondence are presented. The
�rst states that increasing the message spaces does not reduce the equilibrium payo¤ hull if
the commitment structure is unanimous at each round. The generalization of remark 5 thus
becomes:

Proposition 11 For
�
M t; kt

�
; (M

t
; k
t
) 2 Ut, if M t � M t and if ks(ms) = ks(m

s) for any

ms 2M s and s � t, then K(kt) � K(kt).

The second claims that the set of equilibrium payo¤ hull weakly increases with the number
of rounds and always belongs to the Nash rational hull.

Proposition 12 N � Kt+1U � KtU � V \N , for any t � 0.

The third states that players can still exploit the commitment extension in order to commu-
nicate at each round.

Proposition 13 cl(Kt+1U ) � co(KtU), for any t � 0.

The last claim provides a technique to enlarge the set of implementable payo¤s at each round
of commitment. On this proposition hinges much of the proof of implementation result.

Proposition 14 For ut 2 KtU, u 2 A and q 2 N+, if (1=qN�1)u+ (1� 1=qN�1)ut 2 N then:

(1=qN�1)u+ (1� 1=qN�1)ut 2 Kt+1U

14
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The �nal and central result provides conditions for which the use of multiple round unan-
imous structures su¢ ces for the implementation of the Nash rational payo¤ hull. Contracts
required for such claim are very simple and involve at each layer only commitments to pure
strategies of the original game. For N =

�
i 2 N j9u 2 N s.t. ui > uii

	
, a� (�) the a¢ ne hull

operator and vert (�) the vertices of a polytope, the statement of the claim is as follows:13

Theorem 15 If vert(U \ a� (N )) � V and if there exist u 2 co (V \ N ), u0 2 V, � 2 [0; 1]
and j 2 N such that:

�u0i + (1� �)ui > uii for 8i 2 Nnj
�u0i + (1� �)ui � uii for 8i 2 Nn(Nnj)

then for C = limt!1 cl(KtU), it must be that cl(C) = N .

The �rst is a mere dimensionality assumption. It guarantees that the Nash rational payo¤hull
can be spanned elements in V, which includes all payo¤s in A. Such assumption is without
loss when there are only two players, because U \ a� (N ) is either U or N or a facet of U .
When there are more than two players, even though the assumption holds in great generality,
cases in which it does not can be constructed. The second assumption, instead, guarantees
that it be possible to implement at some round a payo¤ in the relative interior of the Nash
rational hull. This assumption is needed for the implementation result, because it makes
sure that at some layer there be equilibria in which all relevant players, N , receive a payo¤
above the Nash threat. This condition is in the spirit similar to the multiplicity assumption
required to implement payo¤s in a �nitely repeated game in [3]. An example in which the
latter assumption fails in a two player game will be reported in the next section.

In the proof of this result, all binding contracts signed at any stage by the players with
strictly positive probability entail a full commitment to a strategy pro�le in A that can
never be renegotiated. Thus, empirical counterpart of contracting simply results in a pure
commitment contract being signed sometime before the game plays out.

In such a contracting environments joint randomizations on action pro�les are realized
by voluntary probabilistic concessions to unfavorable contracts at earlier stages in order to
encourage coordination on favorable contracts at latter stages if an agreement does not mate-
rialize. In fact, even contracts that yield payo¤s lower than the Nash threat for some player
may occasionally be observed, because of beliefs about future concessions. Thus, the theorem,
to the extent of its assumptions, makes the point that even in non-convex games there is non
need to observe stochastic contracts for an e¢ cient allocation to be implemented. The model
implicitly generates a non-cooperative theory for how players bargaining upon deterministic
contracts can implement e¢ cient outcomes.

The generality of the second assumption on the original game depends on the class games to
which the original game belongs. The implementation is easier for continuous compact games.
The web-appendix discusses such matters in detail. The next section presents examples that
clarify the dynamics underlying the proof of the implementation theorem.

6.1 Envoy Interpretation

In the envoy interpretation of the model a commitment structure with several rounds corre-
sponds to players having the ability to repeatedly send envoys o¤ering contracts to be signed.

13For x; y 2 Rn let L(x; y) = f(1� �)x+ �yj� 2 Rg, the line. Then, a set H is a �at if x; y 2 H implies
L(x; y) � H. The a¢ ne hull of X, denoted a�(X), consists of the intersection of all �ats that contain X.
If X is a convex polytope, then x 2 vert(X) if y; z 2 X, � 2 (0; 1) and x = (1� �)z + �y implies x = y = z.
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Even when only deterministic contracts can be enforced, the possibility of sending the envoys
at several occasions allows players to reach e¢ cient agreements. Indeed, players may now
engage in occasional concessions, because they believe that such concessions will be rewarded
if no agreement is reached and the concession is observed. Such bargaining on which con-
tracts to sign may result in an e¢ cient without any randomization on the commitments to
be undertaken. The UN security council may be taken as an empirical counterpart of such
model in that o¤ers are made repeatedly by envoys and unanimity is required for o¤ers to be
enforced.

7 Two Players Examples

For graphical clarity, this section focuses on two player games. The �rst subsection presents
examples in which the implementation result holds. Such examples should clarify how several
rounds of commitment can generate mutually bene�cial concessions amongst players. The
second subsection instead provides an example in which the implementation theorem fails.

7.1 When the Implementation Result Holds

A typical example of a game which requires no pledges to be made in equilibrium for e¢ ciency
to be attained with a single round of commitment is the battle of the sexes:

1n2 n c

n 2; 1 0; 0
c 0; 0 1; 2

Indeed, no restriction is needed to implement any e¢ cient allocation because, by proposition
6, any payo¤ in the convex hull of Nash equilibria of the original game can be arbitrarily
closely approximated by an equilibrium of a unanimous structure, co(N ) � cl(K0U). In any
such equilibrium, the commitment structure is used as a direct communication device. Also,
cl(K1U) = N , since two stages may be needed to approximately implement some payo¤s in
Nnco(N ). The commitment equilibrium set is depicted in �gure 2A.
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The second example of this section requires in�nitely many contracting stages to imple-
ment any e¢ cient Nash rational payo¤, while the third and �nal only requires two stages.
Consider a prisoners�dilemma type game, in which the hull of feasible payo¤s, U , cannot be
spanned by independent randomizations, I ( U . Indeed, consider the game:

1n2 n c

n 1; 1 6; 0
c 0; 6 2; 2

In such context, any e¢ cient outcome corresponds to a speci�c randomization on action
pro�les (n; c) and (c; n). The payo¤ hulls for this game is depicted in �gure 2B. In every
committed subgame of this game each player does not cooperate unless he has committed to
do so, because cooperation remains strictly dominated. The set V\N for this game consists of
the Nash equilibrium (1; 1) and of the allocation (2; 2) obtained in the subgame in which both
players commit to cooperation. In fact these are the only two possible pure strategy equilibria
of the commitment extension. No deterministic single stage commitment, if accepted, can ever
yield to any player a payo¤ grater than 2. Indeed, by proposition 7 it follows that:

KU � co(V \ N ) = co((1; 1); (2; 2))

This game, however, satis�es the assumptions of the implementation theorem with multiple
rounds of commitment. Indeed, if players can repeatedly commit e¢ ciency gains can be
attained with each additional stage of contracting. Potential gains, though, will diminish as
the number of stages increases. In fact, at any stage t it is possible to implement payo¤s,
ut 2 KtU, that are no further than 1=2t�1 utils from the closest e¢ cient payo¤, kut;Pk+ �
1=2t�1. The following sequence of games fhvs;Msig1s=0 for continuation payo¤s vs 2 V (ks) of
a canonical form unanimous structure can be used to verify the validity of the claim:

t = 1 m m0 :::

m 0; 6 2; 2 :::
m0 2; 2 0; 6 :::
::: :::: ::: :::

t = 2 m m0 :::

m 6; 0 1; 4 :::
m0 1; 4 6; 0 :::
::: :::: ::: :::

t = 3 m m0 :::

m 6; 0 3:5; 2 :::
m0 3:5; 2 6; 0 :::
::: :::: ::: :::

t = 4 m m0 :::

m 0; 6 4:75; 1 :::
m0 4:75; 1 0; 6 :::
::: :::: ::: :::

t = 5 m m0 :::

m 0; 6 2:375; 3:5 :::
m0 2:375; 3:5 0; 6 :::
::: :::: ::: :::

...

These mechanisms are unanimous and pure because (6; 0) ; (0; 6); (2; 2) 2 A � V and because
for ut = vt+1(m;m0) 2 K(kt), for any t > 0.14 The sequence ut = vt+1(m;m0) of equilibrium
payo¤s possesses the desired property, kut;Pk+ � 1=2t�1. The same technique may be used
to produce: u6 = (1:1875; 4:75), u7 = (3:59375; 2:375) and so on. A similar argument together
with remark 11 shows that even the symmetric payo¤ pro�les, ut = (u2;t; u1;t), can belong
to the equilibrium set of a multi-round commitment structure. Therefore by remark 13, the
convex hull of such payo¤ pro�les belongs to the closure of equilibrium payo¤ hull of the
preceding commitment stage. That is, co((1; 1); ut; ut) � cl(K(kt+1)). Equilibrium payo¤ sets
can, similarly, be expanded in any direction, not only the e¢ cient one, so long as there are

14 If any player randomizes uniformly on described messages, the other is indi¤erent amongst all such mes-
sages.
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payo¤s in that direction belonging to N . For instance, k7 so that:

t = 7 m ::: ::: m0 :::

m 0; 6 1:1875; 4:75 ::: 1:1875; 4:75 :::
::: 1:1875; 4:75 0; 6 ::: ::: :::
::: :::: ::: 0; 6 1:1875; 4:75 :::
m0 1:1875; 4:75 ::: 1:1875; 4:75 0; 6 :::
::: ::: ::: ::: ::: :::

For an appropriate number of such messages, call it n 2 N, the following allocation can, also,
be implemented: ([1:1875� 1:1875=n] ; [4:75 + 1:25=n]) 2 K(k7). Indeed, for n = 7, payo¤
pro�le (1:018; 4:929) 2 K(k7).

The last two observations applied iteratively, guarantee approximate implementation of
any payo¤ pro�le belonging to the Nash rational hull in a �nite number of stages. E¢ ciency
gains at each stage are driven by the fear of the other player abandoning any further ne-
gotiation at all latter stages, if no probabilistic concession to unfavorable contracts is ever
made. Therefore, contracts that yield to some player a payo¤ below his min-max value could
be observed with positive probability in equilibrium. Such phenomenon cannot be avoided,
since all e¢ cient payo¤ pro�les of the game involve randomizations on action pro�les that are
dominated for one of the two players.

It is trivial to verify that had the agents the ability to stochastically delegate their choice
of commitment, any Nash rational allocation could be implemented with a single stage com-
mitment extension. Speci�cally, any individually rational e¢ cient allocation could be imple-
mented by a stochastic commitment: p(6; 0)� (1� p)(0; 6) for p 2 [1=6; 5=6].

The next example, depicted in �gure 3A, consists of a game in which the set I \ N is
not connected and the implementation of the Nash rational hull occurs in a �nite number of
stages.

1n2 n c

n 0; 2 2; 0
c 0; 0 1; 3

The unique Nash equilibrium of this game has both players not cooperating and receiving
a payo¤ of (0; 2). Additionally, a joint commitment to cooperate is mutually bene�cial and
therefore (1; 3) 2 V \N � K0U. With an additional round of contracting however it is possible
to implement the e¢ cient allocation most favorable to player one, (4=3; 2). Indeed, such
allocation would be obtained as an equilibrium of a game in which both players coordinate on
whether to sign a contract favorable to player one or to proceed to negotiations at the latter
round. As in the game below:

1n2 m ::: m0 :::

m 2; 0 1; 3 1; 3 0; 2
::: 1; 3 2; 0 1; 3 0; 2
m0 1; 3 1; 3 2; 0 0; 2
::: 0; 2 0; 2 0; 2 :::

Thus, since (0; 2) ; (1; 3) ; (4=3; 2) all belong K1U and because the convex hull of such allocations
is the Nash rational hull it is possible to conclude that cl(K2U) = N .
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7.2 When the Implementation Result Fails

In the �nal example no deterministic commitment can ever enlarge the set of equilibrium
payo¤s independently of the number of contracting rounds permitted. Indeed, consider the
game:

1n2 l c r

t 2; 2 1; 1 1; 1
m 1; 1 0; 0 6; 0
d 1; 1 0; 6 0; 0

Such game possesses a unique Nash equilibrium outcome, in which the �rst agent plays t
and the second l. Uniqueness can be shown by iterative elimination of strictly dominated
strategies. This equilibrium lies on the boundary of the independent utility hull. Additionally,
N = V \N because any payo¤ u 2 V � I satis�es the following inequality for i 6= j 2 f1; 2g:

ui � uj + 1:5(2� uj)2

In this game, the upper-bound on the commitment equilibrium payo¤ set, derived in propo-
sition 7, requires: KU � co(V \ N ) = N . Therefore, a single round of commitment does not
enlarge the set of equilibrium payo¤s in such environment.

Increasing the number of rounds does not help, since any commitment vetoed with at the
last round would also be vetoed at earlier rounds given that any disagreement can only lead
to the unique Nash outcome. Indeed, because no player can ever stand to lose, there is no
room for bene�cial concessions when bargaining upon which deterministic contract to sign.

8 Conclusions

The analysis discussed how the availability of commitment devices can lead to the imple-
mentation of allocations that are not self-enforcing in the original game. It was shown that
endowing players with the ability to unanimously pledge to rule out strategies did not nec-
essarily lead to full cooperation. Indeed, even though e¢ ciency gains were often obtained,
without further assumptions on the original game, there would be no guarantee of ever im-
plementing an e¢ cient payo¤ pro�le. In non-convex games, conditions were found preventing
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any e¢ cient allocation from ever being implemented through a single stage of contracting. It
was also observed that perfect monitoring of pledges provided players with a communication
channel and that the use of such channel did not require any pledge to be enforced.

The main contribution in the analysis of such devices was the approximate implementation
of the Nash rational hull in extensions with multiple rounds of commitment. Indeed increasing
the number of commitment rounds was shown to enlarge the set of implementable payo¤s,
because at any instance occasional concessions to unfavorable pledges could be exchanged
with beliefs in a more favorable treatment at later instances, were an agreement not to be
found. Therefore, in such cooperative commitment environment, bargaining on contracts
can, for appropriately chosen beliefs, implement any allocation that a stochastic device would
implement. When players made use of the multiple rounds of contracting, the model could be
interpreted as generating a non-cooperative theory of bargaining on contracts involving at each
round threats to dismiss any further negotiation and occasional concessions to unfavorable
outcomes to sustain cooperation.

Thus, the empirical counterpart of such bargaining would merely result in the observation
of some pure strategy contract being signed by all sometime before the game takes place.
The commitments undertaken in this process and thus observed, cannot necessarily be im-
plemented with a single round of contracting, since further concession may be required to
support them in equilibrium.

The unanimity assumption does signi�cantly increase the set of implementable payo¤s,
when compared to environment in which commitment are to be taken unilaterally, because
such technology enhanced cooperation. A consensual technology, requiring agreement just
amongst those committed, even though more �exible and, arguably, more empirically relevant,
does not lead to e¢ ciency gains on the unanimous case. The analysis of such devices is
forthcoming.

Quite di¤erent dynamics arise if the original game is one with incomplete information. In
such case, pledges do not only discipline incentives, but they also disclose information about
the types of agents playing the game. In such scenario even unanimous pledges may not su¢ ce
in implementing e¢ cient pro�les.
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9 Appendix

Recall that ui 2 argminu2N ui. Let �N (a) =
Q
i2N �i(ai) denote the joint probability of

action pro�le a 2 A when the players choose strategies �i 2 �i.
Remark 1. For any A0 � A00 � A, if � 2 E hu;A00i and � 2 �N (A0), then � 2 E hu;A0i.
Proof. Indeed, for 8i 2 N , if �i 2 argmax�0i2A00i ui(�

0
i; ��i) it must be that �i 2 argmax�0i2A0i ui(�

0
i; ��i),

since A0i � A00i .

9.1 Implementation with a Single Round

Remark 2. For any u 2 V \ N there exists a unanimous commitment structure k 2 U such
that u 2 K(k). Hence, KU � V \N .
Proof. Consider u = u(�) 2 V \N . Since u 2 V, there exist A0i � Ai such that u 2 N hu;A0i.
Then consider a canonical form unanimous commitment structure with messaging spaces
M� = f1; 2g and such that

k(m) =

�
A0 if m = (1; :::; 1)
A if otw
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Such structure implements u as a pure strategy Nash equilibrium, so long as u 2 N . In fact,
the following subgame perfect strategy implements the desired payo¤ u for any m 2 M and
i 2 N :

�i(1) = 1

�i(m) =

8<:
�i if mj = 1 for 8j 2 N
2 argmin�02E uk(�0) if mj = 1 for 8j 2 Nnk
2 E otherwise

Proving the desired result.

Remark 3. For any unanimous commitment structure k 2 U and any u 2 K(k) it must be
that u 2 N . Hence, N � KU.
Proof. Suppose, by contradiction that u 2 K(k) for some k 2 U and that u =2 N . By
assumption 9i 2 N such that uii > ui. But if this were the case, agent i would pro�t by
vetoing any commitment. Indeed, denoting player i�s veto message by message mi 2 Mi, it
must be that for any v 2 V (k) and ��i 2 �j2Nni�(Mj):15

vi(mi; ��i) � uii > ui

Because when not committed at the action stage subgame perfection requires v(mi;m�i) 2
co(N ) which would contradict u 2 K(k).

Remark 4. There exists k 2 U and v 2 V (k) such that �(m) = 1 for some m 2 M &
v(�) = u 2 K(k) if and only if u 2 V \ N .
Proof. In the proof of remark 2 it was shown that if u 2 V \N , then u can be implemented
by k 2 U and v 2 V (k) such that �(m) = 1 for some m 2 M . Therefore only the converse
needs to be shown. If k 2 U and v 2 V (k) such that �(m) = 1 for some m 2 M and
v(�) = u 2 K(k), then:

v(�) = v(m) 2 N hu; k(m)i � V

Since by remark 3 v(�) 2 N , claim holds true.

Remark 5. For (M;k) ;
�
M;k

�
2 U, if M � M and if k(m) = k(m) for any m 2 M , then

K(k) � K(k).
Proof. To show this �rst note that if u 2 K(k) then there exists v 2 V (k) such that u = v(�)
and v(�) 2 N hv;Mi. Given such a map v construct a di¤erent continuation value v on UM
such that:

v(m) =

8<:
v(m) if m 2M
ui if mi =2Mi & m�i 2M�i
? if otherwise

The so de�ned map v must belong to V (k) since v(m) 2 N hu; k(m)i for any
m 2 M and v(m) 2 N when mi =2 Mi and m�i 2 M�i for some i 2 N . Additionally, it must
be that v(�) = v(�) and v(�) 2 N



v;M

�
, because all Nash requirements hold for any i 2 N :

vi(�) � vi(mi; ��i) for 8mi 2M i

Thus, u 2 K(k) since, for so chosen continuation values, no bene�t can ever be derived from
deviating to one of the additional strategies.

15Recall that mi is such that k(mi;m�i) = A for any m�i 2M�i.
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Proposition 6. For any u 2 co(N ) and any " > 0 there exists a k 2 U and a bu 2 K(k) such
that ku� buk < ". Moreover, it is possible to �nd one such k that never restricts any player�s
strategy.

Proof. By Caratheodory�s theorem (reported below) it is known that, for any u 2 co(N ),
there exists a N 0 � N with jN 0j � N + 1 such that one may express:

u =
P
N 0 u

0�(u0)

For some probability measure � on a subset of Nash equilibrium strategy pro�les, N 0. The
prove intends to construct a unanimous commitment structure approximating any such payo¤
as a Nash equilibrium.

For any canonical form unanimous commitment structure (M�; k) consider the set �M� =n
t 2 NjN 0jj

P
N 0 t(u0)= jM�j = 1

o
of probability distributions on the Nash outcomes. Let �M�

denote the closest element (in the sup-norm) to � in this set:

�M� = argmint2�M� kt� �k+

For any order on the Nash payo¤s, de�ne:

u[�M� ] � [u0; :::::; u0| {z }; ::::::; u00; :::::; u00| {z }; ::::::; u000; :::::; u000| {z }]
jM�j �M�(u

0)-times, ::::: , jM�j �M�(u
000)-times

Then, construct a canonical commitment structure, k, in which continuation values u(�j�) 2
V (k) can satisfy:

u(mj�) = u(m1;2;m
0
�1;2j�) for any m 2M and m0

�1;2 2M�1;2

u(�;m�ij�) = per[u[�M� ]] for any m�i 2M�i and i 2 f1; 2g

where per[�] denotes of the permutation operator. Such structure obtains, for instance, by
labeling M� = f1; 2; :::; jM�jg and requiring payo¤ pro�les to be cyclic permutations, denote
cp[�], of the same payo¤ vector per[u[�M� ]]. That is for any m1 = l 2M�:

u(l; �;m�1;2j�) = cpl[u(1; �;m�1;2j�)]

For clari�cation, the table below depicts for N = 2 the commitment supergame associated to

such mechanism. Label elements in the Nash subset by: N 0 =
n
u1; :::; ujN

0j
o
.

1n2 1 2 ::: �M�(1) �M�(1) + 1 ::: jM�j � �M�(N 0) + 1 ::: jM�j
1 u1 u1 ::: u1 u2 ::: ujN

0j ::: ujN
0j

2 ujM�j u1 ::: ::: u1 ::: ::: ujN
0j ujN

0j

::: ::: ujM�j ::: ::: ::: ::: ::: ::: ujN
0j

�M�(1) ::: ::: ujM�j u1 ::: ::: ::: ::: :::
::: ::: ::: ::: ::: ::: ::: ::: ::: :::

jM�j u1 ::: u1 u2 ::: ::: ::: ujN
0j u1

It needs to be shown that such a canonical commitment structure exists, is compatible with
unanimity and possesses a Nash equilibrium with payo¤s:

uM� =
P
N 0 u

0�M�(u
0)
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For � de�ned by u(mj�) = u(�(m)), the unanimity requirements are always met by a com-
mitment structure that satis�es k(m) = A for any m 2M , since for any m� 2M�:

�(m) 2 E hu;Ai

Thus, there is no need to restrict any players strategy to implement such payo¤s.
To show that there is a NE of the commitment supergame with the desired payo¤, notice

that any player i 2 Nn f1; 2g is indi¤erent amongst all of his messages game, because by
construction his choice does not a¤ect payo¤s. Also, remark that any player i 2 f1; 2g is
indi¤erent between all of his messages when the remaining players randomize uniformly on
their messaging spaces, �l(ml) = 1= jM�j for anyml 2M� & l 2 Nni. In fact, for j 6= i 2 f1; 2g
and mi 2M�:

ui(mi; ��ij�) =
P
M�i

ui(mj�)��i(m�i) =
P
M�i

ui(mj�)= jM�jN�1 =

= jM�jN�2
hP

mj2M� ui(mj�)
i
= jM�jN�1 =

=
�P

N 0 u
0
i jM�j �M�(u

0)
�
= jM�j =

P
N 0 u

0
i�M�(u

0)

Hence, for anyone to randomize uniformly in the supergame would constitute a subgame
perfect equilibrium of the commitment expansion of the original game yielding the desired
payo¤. Consequently, uM� 2 K(k) for the above described unanimous commitment structure.

It still needs to be shown that for 8" > 0 there 9� < 1 such that ku� uM�k � ",
whenever jM�j > �. Because of continuity of u with respect to �, it su¢ ces to show that
k� � �M�k+ � �("). This obtains, for instance, by letting jM�j > � = 2=�("). By way of
contradiction suppose that jM�j > 2=�(") & k� � �M�k+ > �("). For the moment, also,
assume that argmaxu0 j�(u0)� �M�(u

0)j is unique. By hypothesis there exist a u0 such that
j�(u0)� �M�(u

0)j > �("). Because both measures integrate to unity, if �(u0) > �M�(u
0), there

also exists u00 such that �(u00) < �M�(u
00). But then, it is possible to construct �0M� 2 �M�

that is closer to �, than �0M� . Indeed, let:

�0M�(u) =

8<:
�M�(u) + 1= jM�j if u = u0

�M�(u)� 1= jM�j if u = u00

�M�(u) if otherwise

In fact, j�(u0)� �M�(u
0)j >

���(u0)� �0M�(u
0)
�� since �(") > 2= jM�j > 1= jM�j. Also:���(u00)� �0M�(u

00)
�� < max�1=M�;

���(u00)� �0M�(u
00)
��	 < ���(u0)� �M�(u

0)
��

But this would contradict �M� 2 argmint2�M� kt� �k+, since k� � �M�k+ >


� � �0M�




+
and

�M� 2 �M� . If the argmaxu0 j�(u0)� �M�(u
0)j is not unique applying the described procedure

to one of the maxima produces a vector with equal sup-norm distance from �, but with one less
component attaining such maximal distance. Iterating on the procedure until the maximizer
is unique provides the result.

In the proof of the above result it was asserted that any point in the convex hull of a the
Nash equilibria could be represented by a randomization on no more than N + 1 elements of
Nash equilibrium payo¤ set. Such result is a straightforward application of Caratheodory�s
theorem, reported below. The proof of this theorem can be found in [2].

Caratheodory Theorem If X � Rn, then 8x 2 co(X), there 9X 0 � X and a probability
measure � on X 0 such that jX 0j � n+ 1 & x =

P
X0 x0�(x0).

Proposition 7. If jN j = 1, then KU � V \N \ co(V \ N ).
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Proof. Let u denote the unique Nash payo¤ pro�le. For any k 2 U and m 2 M such that
k(m) 6= A, note that if �(m) > 0 in some equilibrium of the commitment supergame, it
must be that u(mj�) 2 V \ N . Indeed, u(mj�) 2 V by subgame perfection and u(mj�) 2 N
because were this not the case there would exist an agent j 2 N for which uj(mj�) < uj . But
such player would then bene�t from vetoing any commitment rather than sending message
mj . Therefore u(�j�) 2 KU and �(m) > 0 implies u(mj�) 2 V \ N . Hence the inclusion
KU � co(V \ N ) holds.

Also, note that if u = v(�) 2 KU for some v 2 V (k), since v(m) 2 V \ N for any m 2 M
such that �(m) > 0, it must be that for any message pro�le m such that k(m) 6= A and any
player i 2 N :

vi(�) = ��i(m�i)vi(m) + (1� ��i(m�i))ui � vi(m)

which proves the inclusion KU � V \N .
The next proposition derives an upper-bound for the general case. Such bound can be

tightened since not all equilibrium restrictions are taken into account.

Proposition 8. KU � \i2Nco(UN \N i).

Proof. First, note that if for any k 2 U and v 2 V (k) the equilibrium is in pure strategies it
must belong to the desired set, since any such equilibrium payo¤ belongs to V \N by remark
4 and because:

V \ N � co(I \ N ) � co(UN \N ) � \i2Nco(UN \N i)

For any k 2 U and v 2 V (k), any mixed equilibrium payo¤ pro�le can be written as v(�) =P
Mi
�(mi)v(mi; ��i). By unanimity for any mi 2 Mi there exist at most one pro�le m�i 2

M�i such that k(m) 6= A. Therefore for any mi such that �i(mi) > 0:

v(mi; ��i) = ��i(m�i)v(m) + (1� ��i(m�i))u
0(mi) 2 UN

for u0(mi) =
P
m�i2M�inm�i

��i(m�i)=(1���i(m�i))]v(mi;m�i) 2 co(N ). Since any player�s
choice of commitment is optimal, it must also be that v(mi; ��i) 2 N i, because otherwise
agent i could bene�t by deviating to the veto message. Collecting the last few observations,
implies that v(�) 2 co(UN \ N i), for any i 2 N . Therefore, it must be that v(�) 2 K(k)
implies v(�) 2 \i2Nco(UN \N i).

Proposition 9. If V \ N \ P = ;, then KU \ P = ;.
Proof. The stated assumption, immediately, implies that N \ P = ;. It needs to be shown
that for any game satisfying this assumption and for any continuation payo¤ v 2 V (k) gener-
ated by some unanimous structure k 2 U, it must be that:

N hv;M�i \ P = ;

Indeed any payo¤ of the supergame hv;M�i that does not lead to a commitment must be
ine¢ cient, since N \P = ;. Therefore any mixed equilibrium of such supergame is ine¢ cient,
since it must put positive probability on the no commitment outcome. Also, any pure strategy
equilibrium of the supergame hv;M�i must be ine¢ cient since it belongs to V \ N .
Lemma 10. KSU = N .
Proof. Consider u 2 N . Such payo¤ pro�le can be represented as u = u(�), for � 2 �(A).
Then consider the canonical unanimous commitment structure (M�; k) satisfyingM� = f1; 2g
and:

k(m) =

�
� if m = (1; :::; 1)
A if otherwise
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This commitment structure is well de�ned since � 2 �(�i2N2Ain;). If the contract is ever
implemented no options will be left to any player at the action stage. Thus, one must only
check that signing the contract more bene�cial than vetoing it for any player. But choosing
continuation values v 2 V (k) so that v(mi = 2; 1; :::; 1) = u

i proves the claim, since for any
i 2 N :

vi(1; :::; 1) = ui(�) � uii
Again no payo¤ below the worst Nash threat would ever be accepted because of the voluntary
nature of the mechanism.

9.2 Multiple Rounds of Commitment

For convenience denote the veto message by mv. That is, kt(mv;m�i;tjA0) = A0, for any
m�i;t 2M�i;t and i 2 N . First a result that will be used repeatedly in the proves that follow
is established:

Remark 16 If k0(m0) = A and v 2 V0(kt) then v(m0) 2 Kt�1U .

Proof. By the second assumption v(m0) 2 N hv;M1i for v 2 V1(m0jkt). Then de�neM s(�) =
Ms+1(�;m0) and ks(�) = ks+1(�;m0) for s 2 f0; :::; t� 1g. Because k0(m0) = A it must be
that k

t�1 2 Ut�1. Additionally V1(m0jkt) = V0(k
t
). Therefore v(m0) 2 N



v;M0

�
� Kt�1U .

Proposition 11. For
�
M t; kt

�
; (M

t
; k
t
) 2 Ut, if M t �M t and if ks(ms) = ks(m

s) for any

ms 2Ms and s � t, then K(k
t
) � K(kt).

Proof. Let (�; �t) be an equilibrium strategy of kt supported by continuation values vt, so
that vt(�t) 2 K(kt). Then consider choosing continuation values for the larger commitment
structure k

t
so that at each information stage ms�1 2M s�1, for any s � t:

vs(msjms�1) =

8<:
vs(msjms�1) if ms 2Ms

ui if mi;s 2M i;snMi;s & m�i;s 2M�i;s
::: if otherwise

Such continuation values would be supported strategy (�; �t) = (�; �t) as an equilibrium of
k
t
. Therefore, vt(�t) = vt(�t) 2 K(kt).

Corollary 12. N � Kt+1U � KtU � V \N , for any t � 0.
Proof. The last inclusion is a direct consequence of remark 2. To prove the �rst inclusion
notice that playing according to strategy �i;s(mvjms�1) = 1 at each information stage ms+1 2
M s+1 for any s � t leaves all players uncommitted. Hence such strategy yields a payo¤ in N
independently of the choices made by others. Therefore no payo¤ outside N could ever be
implemented since at least one player would possess a pro�table deviation.

It must still be shown that if u 2 KtU then u 2 Kt+1U . Let u 2 K(kt) and consider a
commitment structure k

t+1 2 Ut+1 such that ks+1(ms+1) = ks(ms) if mr+1 = mr for any
r 2 f0; :::; sg and if k0(m0) = A. Because the two commitment structures correspond in any
subgame after the �rst round if no commitment arises it must be that u 2 N



v1(m

0);M1

�
for

some v1(m0) 2 V1(m0jkt+1). Indeed, in the subgame following message m0 the equilibrium
strategy for kt remains an equilibrium. It remains to show that there exists v0 2 V0(k

t+1
) so

that u 2 N


v0;M0

�
. Consider the following candidate for v0:

v0(mv;m�i;0) = u for any m�i:0 2M�i;0 & i 2 N
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Because unanimous mechanisms are with veto, the message mi;t = mv can be sent by any
agent i 2 N at the 1st round. Additionally the continuation value requirements are met for
m0 = mN

v , since u 2 N


v1(m

0);M1

�
.

Given the so constructed continuation values, for any agent i 2 N it would be optimal to
veto the 1st layer when all the other players are vetoing themselves, since:

vi;0(m
N
v ) = vi;0(mi;0;m

N�1
v ) for any mi;0 2Mi;0

Therefore such strategies would constitute a Nash equilibrium of the 1st stage game, implying
that u 2 K(kt+1).
Proposition 13. cl(Kt+1U ) � co(KtU), for any t � 0.
Proof. This claim is a straightforward application of propositions 6 and 12. Because ap-
plying the technique provided in that proof it is possible to, approximately, implement as an
equilibrium of the (t + 1)st stage of commitment any payo¤ in the convex hull of the Nash
equilibria of the tth stage. That is, for any u 2 co(K(kt)) for some kt 2 Ut it is possible to
construct kt+1 2 Ut such that u 2 cl(K(kt)). Such direct communication is accomplished just
as in proposition 6.

Proposition 14. For ut 2 KtU, u 2 A and q 2 N+, if (1=qN�1)u + (1 � 1=qN�1)ut 2 N
then:

(1=qN�1)u+ (1� 1=qN�1)ut 2 Kt+1U

Proof. Under the stated assumptions let u = u(a) for a 2 A. Then, consider a canonical form
commitment structure (M�t+1; kt+1) such that kt+1(mN ) = a for any m 2M�0(a) �M�0 and
such that jM�0(a)j � q. Then, the following continuation values are feasible, v0 2 V0(kt+1),
for kt+1 2 Ut+1:

v0(m) =

8>><>>:
u if mi = mj 2M�0(a) for any i; j 2 N
ut if m 2M0(a) & mi 6= mj for some i; j 2 N
ui if mi 2M�0nM�0(a) & m�i 2M�i;0(a)
::: if otherwise

Such continuation values are feasible since u; ut; ui 2 KtU. For so chosen continuation values
for all players to randomize uniformly on M�t+1(a) provides an allocation with the desired
payo¤, (1=qN�1)u + (1 � 1=qN�1)ut. Such strategy is part of an equilibrium because any
deviation from it by any player would give him is Nash threat value and would, therefore, not
be pro�table by (1=qN�1)u+ (1� 1=qN�1)ut 2 N .
Theorem 15. If vert(U \ a� (N )) � V and if there exist u 2 co (V \ N ), u0 2 V, � 2 [0; 1]
and j 2 N such that:

�u0i + (1� �)ui > uii for 8i 2 Nnj
�u0i + (1� �)ui � uii for 8i 2 Nn(Nnj)

then for C = limt!1 cl(KtU), it must be that cl(C) = N .
Proof. First it is shown that under the stated assumptions it is possible to construct u3 2 K3U
such that u3;i > uii for 8i 2 N . Then, it is argued that, whenever such a utility pro�le exists,
it is possible to approximately implement any allocation in the Nash rational set. If N = N ,
there is nothing to prove so assume N > 0.

Recall that by proposition 12 V \ N � K0U. Also note that by proposition 13 it must
be that co (V \ N ) � K1U. If there exist values u1 2 co (V \ N ), u0 2 V and � 2 [0; 1]
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for which �u0 + (1 � �)u1 satis�es the inequalities in the assumptions of the theorem, then
such inequalities must hold also for any payo¤ pro�le (1=qN�1)u0 + (1� 1=qN�1)u1 for which
(1=qN�1) � � and q 2 N+ [ f1g, since u1 belongs to N which is convex. For any such value
of q it is possible to implement as a subgame perfect equilibrium of the contracting extension
the payo¤ pro�le:

u2 = (1=q
N�1)u0 + (1� 1=qN�1)u1 2 K2U

By having players randomize uniformly on q contracts that commit all players to action sets
A0 � A that satisfy u0 2 N hu;A0i. Indeed so long as any deviation from such strategy is
punished with the Nash threat and if miscoordination leads to u1 2 K1U being implemented,
no player would ever have an incentive to deviate from such strategy conditional on believing
that the others are playing according to it.

Therefore, there exists u2 2 K2U such that u2;i > uii for 8i 2 Nnj for some j 2 N . It must
be shown that there exists an 
 2 (0; 1) and u00 2 V such that �u00i + (1 � �)u2;i > uii for
8i 2 N and � 2 (0; 
].

For this to be true it would su¢ ce to �nd u00 2 V such that u00j > ujj and u
00
i = uii for

8i 2 NnN . Because vert(U \ a� (N )) � V, such u exists. In fact, note that U \ a� (N ) =
co(vert(U \ a� (N ))) � N implies that for any u 2 U \ a� (N ) it must be that ui = uii
for 8i 2 NnN and that for 8j 2 N there exist u00 2 vert(U \ a� (N )) such that u00j > ujj ,
because the vertices could not otherwise span U \ a� (N ). Thus, the desired payo¤ pro�le
u00 2 vert(U \ a� (N )) exists.

Again, for q 2 N+, such that 1=qN�1 � 
, it is possible to support as an of the contracting
extension payo¤ pro�le:

u3 = (1=q
N�1)u00 + (1� 1=qN�1)u2 2 K3U

By having players randomize uniformly on q contracts that commit them to action sets A00 � A
that satisfy u00 2 N hu;A00i.

Now, a weakly increasing sequence of sets fCtgt�3 such that Ct � KtU is constructed. It
will then be shown that cl(limt!1Ct) = N . Let V = vert(U \a� (N )) � V, consider u3 2 K3U
such that u3;i > uii for 8i 2 N and de�ne C3 = fu3g. Then for any ut 2 Ct and v 2 V de�ne:

q(v; ut) = inf
q2N+

q s.t. (1=qN�1)vi + (1� 1=qN�1)ui;t � uii, for 8i 2 N

Ut =
�
(1=q(v; ut)

N�1)v + (1� 1=q(v; ut)N�1)utjut 2 Ct & v 2 V
	

For such objects, the recursion equation de�ning the weakly increasing sequence of equilibrium
sets can be stated as:

Ct+1 =

�
Ct [ Ut if t � 2 even
co(Ct) if t � 2 odd

Any payo¤ pro�le ut+1 2 Ct+1 also belongs to the equilibrium set Kt+1U , if Ct � KtU. This
follows by corollary 13 if t is odd and if t is even, either because Ct � KtU � K

t+1
U or because

for any payo¤ in Ut there is an equilibrium of some commitment structure that yields that
payo¤. Namely, for (1=q(v; ut)N�1)v+ (1� 1=q(v; ut)N�1)ut, the equilibrium would entail all
players uniformly randomize on q(v; ut) contracts that commit them to action sets A(v) � A
such that v 2 N hu;A(v)i if signed by all.16 In such equilibrium continuation values following
coordination on such a contract would lead to the payo¤ v, following miscoordination on such
contracts to the payo¤ pro�le ut, while any deviation of an agent i 2 N to a di¤erent contract
would punished with his Nash threat, ui. Speci�cally,...

16 If v 2 N hu;A(v)i for some A(v) � A, if su¢ ces to have the initial commitment structure satisfy k0(mN ) =
A(v) for any m 2M�0(v) �M�0.
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Since the sequence fCtgt�3 is weakly increasing and since at any stage it belongs to the
Nash rational payo¤ set N , such sequence must converge. Let C = limt!1Ct. It is immediate
that C is convex, because all odd steps convexify. Then, suppose by way of contradiction
that cl(C) ( N . Since both sets are convex there exists u� 2 @cl(C)n@N . For any payo¤
u 2 Nn@N de�ne:

U(u) =
�
(1=q(v; u)N�1)v + (1� 1=q(v; u)N�1)ujv 2 V

	
and note that co(U(u)) � N \Be(u), for some ball of radius " around u.17 Such observation
immediately implies a contradiction, if a payo¤ u� 2 @cl(C�)n@N can implemented, u� 2 Ct,
through a �nite number of layers t, since Kt+2U � co(U(u�)) � N \ Be(u�) would imply that
u� =2 @cl(C). Any payo¤ ut 2 Ct chosen to be arbitrarily close arbitrarily close to u�, will have
co(U(ut)) arbitrarily close to co(U(u�)), by continuity. Therefore, since co(U(u�))nC 6= ; by
u� 2 @cl(C), for any sequence of equilibrium payo¤s futg converging to u�, it will be the case
that:

lim
t!1

co(U(ut))nC = co(U(u�))nC 6= ;

Implying that for any � > 0 there exists some number of layers T such that whenever t > T
and for some norm d(�):

d(co(U(ut)); co(U(u�))) < �

But this would lead to a contradiction since it would imply that for that for t big enough
co(U(ut))nC 6= ;, because otherwise the norm could not converge.

17Where the radius " can potentially depend on u.
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