Geographical Information Systems (GIS) and Economics

Henry G. Overman (London School of Economics)

5th January 2006

Abstract: Geographical Information Systems (GIS) are used for inputting, storing, managing, analysing and mapping spatial data. This article considers the role each of these functions can play in economics. GIS can map economic data with a spatial component; generate additional spatial data as inputs to statistical analysis; calculate distances between features of interest and define neighbourhoods around objects. GIS also introduce economics to new data. For example, remote sensing provides large amounts of data on the earth's surface. This data is of inherent interest, but can also provide an exogenous source of variation and allowing the construction of innovative instrumental variables.
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Geographical Information Systems and Economics

Geographical Information Systems are used for inputting, storing, managing, analysing and mapping spatial data. In this article, we consider each of these functions to help assess the role that GIS can play in economic analysis. Of course, a wide range of software can provide similar functions for quantitative data so it is the geographical, or spatial, element that separates GIS. That spatial dimension will be the focus of this piece. One important aspect of GIS that will not be covered, is the choice of software. Standard texts, such as chapter 7 of Longley, Goodchild, Maguire and Rhind (2005) consider the question of appropriate software in some depth.

At the outset, note that while GIS are widely used in business, government and a range of academic disciplines their application in economics has, to date, been more limited. The most frequent application in economics is the use of GIS to visualise or map economic data with a spatial component. Most entry level courses in econometrics begin with a plea to “plot the data” at an early stage of analysis to help identify trends, outliers etc. Much the same could be said of the role of mapping spatial data and GIS provide a simple and efficient way to do this.

Less common, but arguably more interesting, is the use of GIS storage and management functions to generate additional data as inputs in to further statistical analysis. In the simplest case this will involve using GIS to manage spatial data from a variety of sources. Many of these sources, for example sampling and census data, will be familiar to economists. Some, such as aerial photography and remote sensing data, less so. The spatial nature, or format, of the data will depend on the geographical data model used. The two most common models are raster format (assigning a code to each cell on a regular grid) and vector format (assigning a code to, and providing coordinates for, irregular polygons). GIS provide tools for moving between these different geographical data models. While the methods used to do this are rather intuitive, the devil is in the detail. As with the implementation of pre-packaged econometric routines one should understand the underlying basis for these transformations before proceeding. These issues are covered at depth in most, if not all, of the standard references and we do not consider them further here.

More generally, it is the ability of GIS to reconcile spatial data from different sources that allows the creation of new data sets. In the simplest case, this may involve combining socio-economic data from different spatial units. For example, population data from US census tracts with employment data for US zip codes. Many economists will be used to using ready made concordances (i.e. mappings from one set of spatial units to another) for undertaking such data merges. GIS bring the flexibility of allowing the user to define their own concordances between different geographical units of observation when faced with data from different sources.

The construction of more ambitious data sets is possible if one is willing to draw on a range of analytical functions available in the more advanced GIS. GIS can be used to identify whether observations occur at particular locations and if so to identify the characteristics of observations at those locations. For example, one of the most frequent application of GIS in economics to date has been to identify and characterise properties for use in hedonic analysis (see Bateman, Jones, Lovett, Lake and Day (2002) for a review). At its most basic, this will simply involve the merging of
different data sets as described above. However, much more complex analysis is possible. Given that GIS data are spatial, a natural use is to measure the distance between observations or between observations and other features of interest. These distances could be physical distances, network distances (e.g. along a transport network) or involve some more general concept of social distance.

Observation to observation distance calculations have seen widespread application in the fields of biology and biomedical sciences through the statistical analysis of spatial point patterns (see Diggle, 2003). Knowing the distance between observations is useful if we think that there may be interactions between them and that the strength of these interactions is mitigated by distance. For example, in industrial organisation models of spatial competition, the intensity of competition may depend on the distance between firms. Observation to observation distances are also useful when the underlying entities are free to choose their location and we want to assess whether there are systematic patterns to those location decisions. For example, the study of localisation asks whether firms in a particular industry tend to be spatially concentrated relative to overall economic activity. If they do, one would expect the observation to observation distances to be less for firms in that industry than for a randomly chosen firm from the economy at large. The increasing availability of geo-referenced economic data suggests that the application of appropriately adapted procedures will become more common in economics (see Duranton and Overman, 2005). Hedonic analysis again provides the most frequent application of GIS to calculate distances of observations from other features. For example, Gibbons and Machin (2005) use GIS to measure the proximity of properties to rivers, coasts, woodlands, roads, railway lines and airports in their study valuing rail access.

In addition to the calculation of distances, GIS can be used to construct measures of area or to define neighbourhoods (or “buffers”) around objects. For example Burchfield, Overman, Puga and Turner (2005), in their study of urban sprawl use GIS to calculate the percentage of the urban fringe - defined as a 20 kilometer buffer around existing development - that lies above water yielding aquifers.

These examples cover the main types of spatial analyses that are undertaken to construct spatial data in economic applications, but others are possible and should be covered in any of the standard texts. It should be noted that in advanced GIS these operations can be done both interactively and automatically using batch files (i.e. where the user writes a sequence of commands in a file that the computer implements one by one). Both approaches, but particularly the latter, involve fairly large fixed costs in terms of both purchasing software and learning how to implement the relevant procedures. There are other methods for conducting many of these analyses that do not imply the use of GIS. For example, great circle distances can easily be calculated on the basis of latitude and longitude (see Overman and Ioannides 2004). Whether the fixed cost investment is worthwhile will depend on individual circumstances. The benefits can be substantial. In many circumstances, GIS calculations should be more accurate than short cuts implemented using non-spatial software and some analysis such as the calculation of areas and buffers is much easier to implement in GIS.

GIS also introduce economics to new sources of data. In particular, remote sensing from either satellite or aerial photography, or digitised geological maps can provide a
huge amount of data on the earth's surface. Early applications using these kinds of data tended to focus on issues arising from natural resource management such as valuing timber yields from forested areas. However, data on land cover and land use (i.e., the physical features that cover the land and what those features are used for), soil type, geological and landscape features, elevation and climate are opening up new avenues of research. These data sources allow the description of different features of the economic landscape that one might seek to explain. For example, Burchfield et al (2005) use remote sensing data to track the evolution of land use on a grid of 8.7 billion 30×30 metre cells covering the conterminous United States and then seek to explain differences in land development patterns across cities. Another example is Rappoport’s (2004) study of the role that weather plays in explaining changes in population for U.S. counties. The meteorological data that he uses comes from 6,000 meteorological stations and covers 20 winter, summer and precipitation variables. GIS analysis by the Spatial Climate Analysis Surface at Oregon State University applied to this meteorological data allows the construction of weather variables for a 2 kilometre grid covering the continental U.S.

GIS data also have the potential to contribute to a range of established areas of study, particularly because data on the earth’s surface can provide an exogenous source of variation and thus allow researchers to construct instrumental variables using GIS. Some examples should help to make this idea concrete. Hoxby (2000) is interested in whether competition among public schools improves school outcomes. That is, do cities with more school districts have better public schools and less private schooling? The problem that the analysis needs to confront is that for a city of a given size, better public schools and less private schools in a city should imply more school districts. That is, the number of districts is endogenous to public school quality. What is needed is an instrument that should determine the supply of school districts but that is independent of the local public school quality. The paper argues that the number of streams in a metropolitan area provides such an instrument. Cities with a large number of streams end up with more school districts for reasons that are surely nothing to do with public school quality. This paper provides a well known example of the strategy, although not of the use of GIS as her work is based on the study of detailed paper maps.

Rosenthal and Strange (2005) provide an example of the use of GIS to implement such an instrumental variables strategy. They are interested in whether density of employment helps determine wages. The problem is that higher wages should attract more workers and lead to higher employment densities. That is, density may be caused by wages and not vice-versa. The paper argues that the density of employment will be partly determined by the height of buildings in a location. They point out that the height of buildings is, in turn, partly dependent on the underlying geology of the site. Given that geology should not determine wages directly (they are studying cities, not agricultural production) the underlying geology can be used as an instrument. Locations with a suitable underlying geology can have higher buildings, higher employment density and should thus have higher wages. They use GIS data on the type of underlying bedrock, seismic and landslip hazard as instruments for the density of employment in their regressions of wages on employment density. Such examples suggest a potentially important role in future work for GIS data as a component in novel instrumentation strategies.
This piece has only skimmed the surface of the potential applications of GIS in economics. As spatially referenced socio-economic data becomes more widely available it is to be expected that the scope for applications can only increase.
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