Unequal Pay or Unequal Employment?
A Cross-Country Analysis
of Gender Gaps

Claudia Olivetti, Boston University

Barbara Petrongolo, London School of Economics, CEP,
CEPR, and IZA

We analyze gender wage gaps correcting for sample selection induced by nonemployment. We recover wages for the nonemployed using alternative imputation techniques, simply requiring assumptions on the position of imputed wages with respect to the median. We obtain higher median wage gaps on imputed rather than actual wage distributions for several OECD countries. However, this difference is small in the United States, the United Kingdom, and most central and northern EU countries and becomes sizable in southern EU countries, where gender employment gaps are high. Selection correction explains nearly half of the observed negative correlation between wage and employment gaps.

I. Introduction

There is substantial international variation in gender pay gaps, from around 30 log points in the United States and the United Kingdom to
between 10 and 25 log points in a number of central and northern European countries, down to an average below 10 log points in southern Europe. International differences in overall wage dispersion are typically found to play a role in explaining the variation in gender pay gaps (Blau and Kahn 1996, 2003). The idea is that a given level of dissimilarities between the characteristics of working men and women translates into a higher gender wage gap the higher the overall level of wage inequality. However, the Organization for Economic Cooperation and Development (OECD 2002, chart 2.7) shows that, while differences in the wage structure do explain an important portion of the international variation in gender wage gaps, the inequality-adjusted wage gap in southern Europe remains substantially lower than such gaps in the rest of Europe and the United States.

In this article we argue that, in addition to differences in wage inequality, and therefore in the returns associated to characteristics of working men and women, a significant portion of the international variation in gender wage gaps may be explained by differences in characteristics themselves, whether observed or unobserved. This idea is supported by the striking international variation in employment gaps, ranging from 10 percentage points in the United States, the United Kingdom, and Scandinavian countries to 15–25 points in northern and central Europe, up to 30–40 points in southern Europe and Ireland (see fig. 1). If selection into employment is nonrandom, it makes sense to worry about the way in which selection may affect the resulting gender wage gap. In particular, if women who are employed tend to have relatively high-wage characteristics, low female employment rates may become consistent with low gender wage gaps simply because low-wage women would not feature in the observed wage distribution. This idea could thus be well suited to explain the negative correlation between gender wage and employment gaps that we observe in the data.

Different patterns of employment selection across countries may in turn stem from a number of factors. First, there may be international differences in labor supply behavior and in particular in the role of household composition and/or social norms in affecting participation. Second, labor demand mechanisms, including social attitudes toward female employment and their potential effects on employer choices, may be at work, affecting both the arrival rate and the level of wage offers of the two genders. Finally, institutional differences in labor markets regarding unionization and minimum wages may truncate the wage distribution at different points in different countries, affecting both the composition of
employment and the observed wage distribution. In this article we will be agnostic as regards the separate role of these factors in shaping gender gaps, and aim at recovering alternative measures of selection-corrected gender wage gaps.

Although there exist substantial literatures on gender wage gaps, on the one hand, and gender employment, unemployment and participation gaps, on the other hand, to our knowledge the variation in both quantities and prices in the labor market has not been simultaneously exploited to understand important differences in gender gaps across countries. In this article we claim that the international variation in gender employment gaps can indeed shed some light on well-known cross-country differences in gender wage gaps. We will explore this view by estimating selection-corrected wage gaps.

To analyze gender wage gaps across countries, allowing for sample selection induced by nonemployment, we recover information on wages for those not working in a given year using alternative imputation tech-

---

Our approach is closely related to that of Johnson, Kitamura, and Neal (2000) and Neal (2004), and it simply requires assumptions on the position of the imputed wage observations with respect to the median. Importantly, it does not require assumptions on the actual level of missing wages, as is typically required in the matching approach, nor does it require the arbitrary exclusion restrictions often invoked in two-stage Heckman sample selection correction models.

We then estimate median wage gaps on the sample of employed workers and on a sample enlarged with wage imputation for the nonemployed. The impact of selection into work on estimated wage gaps is assessed by comparing estimates obtained under alternative sample inclusion rules. The attractive feature of median regressions is that the results are only affected by the position of wage observations with respect to the median and not by specific values of imputed wages. If missing wage observations are correctly imputed on the side of the median where they belong, then median regressions retrieve the true parameters of interest.

Imputation can be performed in several ways, and our alternative imputation methods will address slightly different economic mechanisms of selection. First, we use panel data and, for all those not in work in some base year, we search backward and forward to recover wage observations from the nearest wave in the sample. This implicitly assumes that an individual’s position with respect to the base-year median can be signaled by her wage from the nearest wave. As imputation is simply driven by wages observed in other waves, we are in practice allowing for selection on unobservables. Estimates based on this procedure tell what level of the gender wage gap we would observe if the nonemployed earned “similar” wages to those earned when they were employed, where “similar” here means on the same side of the base-year median.

While this imputation method arguably uses the minimum set of potentially arbitrary assumptions, it cannot provide wage information on individuals who never work during the sample period. In order to recover wages also for those never observed in work, we use observable characteristics of the nonemployed to make educated guesses concerning their position with respect to the median. In this case we are allowing for selection on observable characteristics only, assuming that the nonemployed would earn wages “similar” to the wages of the employed with matching characteristics, where again “similar” means on the same side of the base-year median. Having done this, earlier or later wage obser-

\footnote{We do not attempt to provide a structural model of wage determination that would in principle characterize general equilibrium effects of sample selection but would do so at the cost of making assumptions on production technologies involving male and female work. We are simply trying to estimate the gender wage gap correcting for sample selection.}
vations for those with imputed wages in the base year can shed light on the goodness of our imputation methods.

We next use probability models for assigning individuals on either side of the median of the wage distribution. To do this we fit a probit model for the probability of an employed worker’s belonging above their gender-specific median, based on education and labor market experience, and obtain predicted probabilities for the nonemployed. We then construct an imputed sample using such predicted probabilities as sampling weights.

We complete our set of results by estimating bounds to the distribution of wages (see Manski 1994), using either the actual or the imputed wage distribution in turn. Bounds computed using the observed wage distribution are interesting because they show that all our wage gap estimates based on imputation do fall within these bounds. When the imputed wage distribution is used, the increase in the proportion of individuals with a wage (actual or imputed) allows us to tighten the bounds, as predicted by the theory.

In our study we use panel data sets that are as comparable as possible across countries, namely, the Panel Study of Income Dynamics (PSID) for the United States and the European Community Household Panel Survey (ECHPS) for Europe. We consider the period 1994–2001, which is the longest time span for which data are available for all countries. Our estimates on these data deliver higher median wage gaps on imputed rather than actual wage distributions for most countries and across alternative imputation methods. This implies, as one would have expected, that women tend on average to be more positively selected into work than men. However, the difference between actual and potential wage gaps is small in the United States, the United Kingdom, and most central and northern European countries, and it becomes sizable in southern Europe, where the gender employment gap is highest. Under our most conservative correction, sample selection into employment explains nearly half of the observed negative correlation between gender wage and employment gaps. In particular, in Spain, Italy, Portugal, and Greece, the median wage gap on the imputed wage distribution reaches levels closely comparable to those of the United States and of other central and northern European countries.

Our results thus show that, while the raw wage gap is much higher in Anglo Saxon countries than in southern Europe, the reason is probably not to be found in more equal pay treatment for women in the latter group of countries but mainly in a different process of selection into employment. Female participation rates in Catholic countries and Greece are low and are concentrated among high-wage women. Having corrected for lower participation rates, the wage gap there widens to levels similar to those of other European countries and the United States.

The article is organized as follows. Section II discusses the related lit-
erature. Section III describes the data sets used and presents descriptive evidence on gender gaps. Section IV describes our imputation methodologies. Section V estimates raw median gender wage gaps on actual and imputed wage distributions, to illustrate how alternative sample selection rules affect the estimated gaps. Conclusions are brought together in Section VI.

II. Related Work

The importance of selectivity biases in making wage comparisons has long been recognized since seminal work by Gronau (1974) and Heckman (1974, 1979, 1980). The current literature contains a number of country-level studies that estimate selection-corrected wage gaps across genders or ethnic groups, based on a variety of correction methodologies. Among studies that are more closely related to our article, Neal (2004) estimates the gap in potential earnings between black and white women in the United States by fitting median regressions on imputed wage distributions, using alternative methods of wage imputation for women nonemployed in 1990. He finds that the gap between potential earnings of white and black women is at least 60% higher than the gap in actual earnings, thus revealing that black women are more positively selected into work. Using both wage imputation and matching techniques, Chandra (2003) finds that the wage gap between black and white U.S. males is also understated, due to selective withdrawal of black men from the labor force during the 1970s and 1980s.3

Turning to gender wage gaps, Blau and Kahn (2006) study changes in the U.S. gender wage gap between 1979 and 1998 and find that sample selection implies that the 1980s gains in women’s relative wage offers were overstated and that selection may also explain part of the slowdown in convergence between male and female wages in the 1990s. Their approach is based on wage imputation for those not in work, along the lines of Neal (2004). Mulligan and Rubinstein (2008) also argue that the narrowing of the gender wage gap in the United States during 1975–2001 may be a direct impact of progressive selection into employment of high-wage women, in turn attracted by widening within-gender wage dispersion. Correction for selection into work is implemented here using a two-stage Heckman (1979) selection model. The authors show that, while in the 1970s the gender selection bias was negative, that is, nonemployed women had higher earnings potential than working women, it became positive in the mid 1980s.4

3 See also Blau and Beller (1992) and Juhn (2003) for earlier use of matching techniques in the study of selection-corrected race gaps.

4 Earlier studies that discuss the importance of changing characteristics of the female workforce in explaining the dynamics of the gender wage gap in the United States include O’Neil (1985), Smith and Ward (1989), and Goldin (1990).
Related work on European countries includes Beblo et al. (2003), Albrecht, van Vuuren, and Vroman (2004), and Blundell et al. (2007). Blundell et al. examine changes in the distribution of wages in the United Kingdom during the period 1978–2000. They allow for the impact of nonrandom selection into work by using bounds to the latent wage distribution according to the procedure proposed by Manski (1994). Bounds are first constructed based on the worst-case scenario and then progressively tightened using restrictions motivated by economic theory. Features of the resulting wage distribution are then analyzed, including overall wage inequality, returns to education, and gender wage gaps. Albrecht et al. estimate gender wage gaps in the Netherlands having corrected for selection of women into market work according to the Buchinsky’s (1998) semiparametric method for quantile regressions, and they find evidence of strong positive selection into full-time employment. Finally, Beblo et al. show selection-corrected wage gaps for Germany using both the Heckman (1979) and the Lewbel (2007) two-stage selection models. They find that correction for selection has an ambiguous impact on gender wage gaps in Germany, depending on the method used.

Interestingly, most studies find that correction for selection has important consequences for our assessment of gender wage gaps. At the same time, none of these studies use data for southern European countries, where employment rates of women are lowest and thus the selection issue should be most relevant. In this article we use data for the United States and for a representative group of European countries to investigate how nonrandom selection into work may affect international comparisons of gender wage gaps.

III. Data

A. The PSID

Our analysis for the United States is based on the Michigan Panel Study of Income Dynamics (PSID). This is a longitudinal survey of a representative sample of U.S. individuals and their households. It has been ongoing since 1968. The data were collected annually through 1997 and every other year after 1997. In order to ensure consistency with European data, we use six waves from the PSID, from 1994 to 2001. We restrict our analysis to individuals aged 25–54, having excluded the self-employed, full-time students, and individuals in the armed forces.5

5 The exclusion of self-employed individuals may require some justification in so far as the incidence of self-employment varies importantly across genders and countries, as well as the associated earnings gap. However, the available definition of income for the self-employed is not comparable to the one we are using for the employees, and the number of observations for the self-employed is very limited for European countries. Both these factors prevent us from including the self-employed in our analysis.
The wage concept that we use throughout the analysis is the gross hourly wage. This is given by annual labor income divided by annual hours worked in the calendar year before the interview date. Employed workers are defined as those with positive hours worked in the previous year.

The characteristics that we exploit for wage imputation for the nonemployed are human capital variables, spouse income, and nonemployment status, that is, unemployed versus out of the labor force. Human capital is proxied by education and work experience controls. Ethnic origin is not included here as information on ethnicity is not available for the European sample. We consider three broad educational categories: less than high school, high school completed, and college completed. They include individuals who have completed less than 12 years of schooling, between 12 and 15 years of schooling, and at least 16 years of schooling, respectively. This categorization of the years of schooling variable is chosen for consistency with the definition of education in the ECHPS, which does not provide information on completed years of schooling but only on recognized qualifications.

Information on work experience refers to years of actual labor market experience (either full- or part-time) since the age of 18. When individuals first join the PSID sample as a head or a wife (or cohabitor), they are asked how many years they worked since age 18 and how many of these years involved full-time work. These two questions are also asked retrospectively in 1974 and 1985, irrespective of the year in which respondents had joined the sample. The answers to these questions are used to construct a measure for actual work experience, following the procedure of Blau and Kahn (2006). Given the initial values reported, we update work experience information for the years of interest using the longitudinal work history file from the PSID. For example, in order to construct the years of actual experience in 1994 for an individual who was in the survey in 1985, we add to the number of years of experience reported in 1985 the number of years between 1985 and 1994 during which they worked a positive number of hours. This procedure allows us to construct the full work experience in each year until 1997. As the survey became biannual after 1997, there is no information on the number of hours worked by individuals between 1997 and 1998 and between 1999 and 2000. We fill missing work experience information for 1998 following again Blau and Kahn (2006). In particular, we use the 1999 sample to estimate logit models for positive hours in the previous year and in the year preceding the 1997 survey, separately for males and females. The

The measure of actual experience used here includes both full-time and part-time work experience, as this is better comparable to the measure of experience available from the ECHPS.
explanatory variables are race, schooling, experience, a marital status indicator, and variables for the number of children aged 0–2, 3–5, 6–10, and 11–15 who are living in the household at the time of the interview. Work experience in the missing year is obtained as the average of the predicted values in the 1999 logit and the 1997 logit. We repeat the same steps for filling missing work experience information in 2000.

Spouse income is constructed as the sum of total labor and business income in unincorporated enterprises both for spouses and cohabitators of respondents. Finally, the reason for nonemployment, that is, unemployment versus inactivity, is obtained from self-reported information on employment status.

B. The ECHPS

Data for European countries are drawn from the European Community Household Panel Survey (ECHPS). This is an unbalanced household-based panel survey, containing annual information on a few thousand households per country during the period 1994–2001. The ECHPS has the advantage that it asks a consistent set of questions across the 15 member states of the preenlargement European Union. The employment section of the survey contains information on the jobs held by members of selected households, including wages and hours of work. The household section allows us to obtain information on the family composition of respondents. We exclude Sweden and Luxembourg from our country set as wage information is unavailable for Sweden in all waves and unavailable for Luxembourg after 1996.

As for the United States, we restrict our analysis of wages to individuals aged 25–54 as of the survey date, and we exclude the self-employed, those in full-time education, and those in the military. The definitions of variables used replicate quite closely those used for the United States.

Hourly wages are computed as gross weekly wages divided by weekly usual working hours. The education categories used are less than upper secondary high school, upper secondary school completed, and higher education. These correspond to ISCED 0–2, 3, and 5–7, respectively. Unfortunately, no information on actual experience is available in the

7 Previous work using ECHPS data for international comparisons of gender gaps include the OECD (2002) survey and Arulampalam, Booth, and Bryan (2007), who study the variation in gender pay gaps across quantiles of the wage distribution in 11 EU countries.

8 The initial sample sizes are as follows: Austria: 3,380; Belgium: 3,490; Denmark: 3,482; Finland: 4,139; France: 7,344; Germany: 11,175; Greece: 5,523; Ireland: 4,048; Italy: 7,115; Luxembourg: 1,011; Netherlands: 5,187; Portugal: 4,881; Spain: 7,206; Sweden: 5,891; United Kingdom: 10,905. These figures are the number of households included in the first wave for each country, which corresponds to 1995 for Austria, 1996 for Finland, 1997 for Sweden, and 1994 for all other countries.
ECHPS, and we use a measure of potential work experience, obtained as the current age of respondents minus the age at which they started their working life. Spouse income is computed as the sum of labor and nonlabor annual income for spouses or cohabitators of respondents. Finally, unemployment status is determined using self-reported information on the main activity status. (Descriptive statistics for both the U.S. and the EU samples are reported in table A1 in the online appendix.)

C. Descriptive Evidence on Gender Gaps

Figure 1 plots raw gender gaps in log gross hourly wages and employment rates for all countries in our sample. All estimates refer to 1999, which will be the base year in our analysis. At the risk of some oversimplification, one can classify countries into three broad categories according to their levels of gender wage gaps. In the United States and the United Kingdom, men’s hourly wages are between 27 and 33 log points higher than women’s hourly wages. Next, in northern and central Europe, the gender wage gap in hourly wages is between 11 and 25 log points, from a minimum of 11 log points in Belgium to a maximum of 25 log points in the Netherlands. Finally, in southern European countries, the gender wage gap is on average below 9 log points, from 5 in Italy to 11 in Spain. Such gaps in hourly wages display a roughly negative correlation with gaps in employment to population ratios. Employment gaps range from less than 13 percentage points, in the United States, the United Kingdom, and Scandinavia, to 17–27 points in northern and central Europe, to 34–49 percentage points in southern Europe. The coefficient of correlation between the two series is $-0.474$ and is significant at the 10% level.

Such negative correlation between wage and employment gaps may reveal significant sample selection effects in observed wage distributions. If the probability of an individual being at work is positively affected by the level of her potential wage offers, and this mechanism is stronger for women than for men, then high gender employment gaps become consistent with relatively low gender wage gaps simply because low-wage women are relatively less likely than men to feature in observed wage distributions.

A simple and intuitive way to illustrate the role of sample selection consists of making alternative conjectures about the potential wages of the nonemployed, as a fraction of observed wages for the employed, as suggested by Smith and Welch (1986, 123). For this purpose we divide the population into three education groups: low, middle, and high, as defined in Section III. True wages for each gender $g$ (= male, female) can be expressed as $W_g = \sum_j \delta_{jg} W_{jg}$, where $\delta_{jg}$ is the population share of edu-

\textsuperscript{9} Similar to other Scandinavian countries, the employment gap in Sweden over the same sample period is 5.2 percentage points.
A Cross-Country Analysis of Gender Gaps

Education group \( j \) for gender \( g \) and \( W_{jg} \) is the associated true wage. In turn, \( W_{jg} \) is a weighted average of actual wages for the employed and potential wages for the nonemployed. Assuming that the nonemployed would earn a wage that is equal to a proportion \( \gamma \) of the wage of the employed, \( W_{jg} \) can then be expressed as

\[
W_{jg} = \tilde{W}_{jg}[\gamma + n_{jg}(1 - \gamma)], \tag{1}
\]

where \( n_{jg} \) is the employment rate of education group \( j \) and gender \( g \) and \( \tilde{W}_{jg} \) is their observed average wage. The reason for first computing (1) by education and then aggregating over education groups is that gender employment gaps vary widely by education. Specifically, they everywhere decline with educational levels, but if anything they do so more strongly in southern Europe than elsewhere (see Olivetti and Petrongolo 2006, table 1A).

The parameter \( \gamma \) represents the type and extent of sample selection into employment. In particular, values of \( \gamma < 1 \) (respectively > 1) indicate positive (respectively negative) sample selection. For a given \( \gamma \), the role of selection is magnified by a lower employment rate, \( n_{jg} \). Denoting by \( \tilde{w} \) the log of potential wages, the gender wage gap for education group \( j \) is

\[\tilde{w}_{\text{male}} - \tilde{w}_{\text{female}}\]  

This decreases with \( \gamma \) if women have lower employment rates than men, and it increases with the gender employment gap if there is positive sample selection (\( \gamma < 1 \)).

We can now assess the difference between observed and potential wage gaps across alternative values of \( \gamma \) after aggregating (1) across education groups. This is shown in table 1 for \( \gamma = 0.7 \), 0.5, and 0.3. Column 1 reports for reference the mean wage gap on the 1999 employed sample, as also pictured in figure 1, together with its correlation with the employment gap and its coefficient of variation.\(^{10}\) Columns 2–4 report the mean wage gap, having corrected for sample selection using (1). Gender wage gaps increase everywhere with lower values of \( \gamma \) and, as expected, they do more so in countries with high gender employment gaps. In other words, the higher the gender employment gap, the stronger the impact of a certain degree of positive sample selection. Selection correction gets rid of the negative correlation between gender wage and employment gaps and reduces the coefficient of variation in wage gaps. It is interesting to

\(^{10}\) The coefficient of correlation is better suited here to assess cross-country variation than the simple standard deviation as the level of the wage gap is also systematically affected by wage imputation. In col. 1, following Krueger and Summers (1988), we adjust the standard deviation of estimated gender gaps across countries to account for the upward bias induced by the least-squares sampling error, i.e.,

\[
SD = \sqrt{\text{Var}(\hat{b} - \bar{b})} = \sqrt{\text{Var}(\hat{b} - \bar{b})} = \sqrt{\sum_{c=1}^{14}(\hat{b}_c - \bar{b})^2/14}^{1/2},
\]

where \( \hat{b}_c \) is the estimated wage gap in country \( c \), \( \bar{b} \) is the corresponding standard error, and 14 is the number of countries. To obtain the coefficient of variation, we divide \( SD \) by the cross-country mean of the estimated \( \hat{b}_c \)'s. The same adjustment applies to all coefficients of variation reported in tables 2–4.
Table 1
Mean Wage Gaps under Alternative Values of $\gamma$

<table>
<thead>
<tr>
<th>Country</th>
<th>Base Sample</th>
<th>$\gamma = .7$</th>
<th>$\gamma = .5$</th>
<th>$\gamma = .3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>United States</td>
<td>.325</td>
<td>.409</td>
<td>.434</td>
<td>.460</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>.269</td>
<td>.309</td>
<td>.336</td>
<td>.365</td>
</tr>
<tr>
<td>Finland</td>
<td>.181</td>
<td>.239</td>
<td>.260</td>
<td>.283</td>
</tr>
<tr>
<td>Denmark</td>
<td>.128</td>
<td>.167</td>
<td>.178</td>
<td>.189</td>
</tr>
<tr>
<td>Germany</td>
<td>.226</td>
<td>.295</td>
<td>.333</td>
<td>.373</td>
</tr>
<tr>
<td>Netherlands</td>
<td>.248</td>
<td>.334</td>
<td>.385</td>
<td>.440</td>
</tr>
<tr>
<td>Belgium</td>
<td>.113</td>
<td>.202</td>
<td>.246</td>
<td>.292</td>
</tr>
<tr>
<td>Austria</td>
<td>.233</td>
<td>.306</td>
<td>.359</td>
<td>.416</td>
</tr>
<tr>
<td>Ireland</td>
<td>.178</td>
<td>.311</td>
<td>.367</td>
<td>.430</td>
</tr>
<tr>
<td>France</td>
<td>.124</td>
<td>.207</td>
<td>.260</td>
<td>.318</td>
</tr>
<tr>
<td>Italy</td>
<td>.052</td>
<td>.223</td>
<td>.311</td>
<td>.414</td>
</tr>
<tr>
<td>Spain</td>
<td>.109</td>
<td>.296</td>
<td>.387</td>
<td>.494</td>
</tr>
<tr>
<td>Portugal</td>
<td>.097</td>
<td>.218</td>
<td>.264</td>
<td>.313</td>
</tr>
<tr>
<td>Greece</td>
<td>.089</td>
<td>.353</td>
<td>.471</td>
<td>.612</td>
</tr>
<tr>
<td>Coefficient of variation</td>
<td>.462</td>
<td>.247</td>
<td>.245</td>
<td>.273</td>
</tr>
</tbody>
</table>

Sources.—Michigan Panel Study of Income Dynamics and European Community Household Panel Survey.

Note.—The symbol $\gamma$ represents the ratio between the potential wages of the nonemployed and the observed wages of the employed. Figures reported in rows 1–14 are gender differences in mean log wages. Wages for each gender are obtained as weighted averages across three education groups. Wages for each education group depend on $\gamma$, as illustrated in eq. (1). Figures in the last two rows provide the cross-country correlation between gender and employment gaps and the coefficient of variation for the gender wage gap, respectively. Sample description: aged 25–54, excluding the self-employed, the military, and those in full-time education, 1999.

Notes that such correlation becomes positive because selection correction raises the resulting wage gap disproportionately more in countries with very high employment gaps, most notably southern Europe.

Of course, values of $\gamma$ used here for the relative wages of the nonemployed are hypothetical, and thus they only illustrate the mapping between the extent of sample selection and wage gaps. The rest of this article seeks to retrieve evidence on the wages of the nonemployed. As will become clear in the next section, the identifying assumptions needed to do this are much weaker when one estimates median, rather than mean, wage gaps. The focus in the rest of this article will thus be on median gender pay gaps.

IV. Methodology

Let $w$ denote the natural logarithm of hourly wages and $F(w|g)$ the cumulative log wage distribution for each gender, where $g = 1$ denotes males and $g = 0$ denotes females. In what follows, our variable of interest is the difference between (log) male and female median wages:

$$D = m(w|g = 1) - m(w|g = 0),$$  \hspace{1cm} (2)
where $m()$ is the median function. The (log) wage distribution for each gender is defined by

$$F(w|g) = F(w|g, I = 1) \Pr(I = 1|g) + F(w|g, I = 0)[1 - \Pr(I = 1|g)],$$

(3)

where $I = 1$ for the employed and $I = 0$ for the nonemployed.

Estimated moments of the observed wage distribution are based on the $F(w|g, I = 1)$ term alone. If there are systematic differences between $F(w|g, I = 1)$ and $F(w|g, I = 0)$, cross-country variation in $\Pr(I = 1|g)$ may translate into misleading inferences concerning the international variation in the distribution of potential wage offers. This problem typically affects estimates of female wage offer distributions; this is even more the case when one is interested in cross-country comparisons of gender wage gaps, given the cross-country variation in $\Pr(I = 1|g)$, measuring the gender employment gap. But $F(w|g)$, the term of interest, is not identified, because data provide information on $F(w|g, I = 1)$ and $\Pr(I = 1|g)$ but clearly not on $F(w|g, I = 0)$, as wages are only observed for those who are in work.

In particular, using (3), the median log wage for each gender, $m$, is defined by

$$F(m|g, I = 1) \Pr(I = 1|g) + F(m|g, I = 0)[1 - \Pr(I = 1|g)] = \frac{1}{2}. \quad (4)$$

Our goal is to retrieve gender gaps in median (potential) wages, as illustrated in equation (2), with gender medians defined in equation (4). To do this we need to retrieve information on $F(m|g, I = 0)$, representing the probability that nonemployed individuals have potential wages below the median.

It can be shown that knowledge of $F(m|g, I = 0)$ allows us to identify the median wage gap in potential wages using median wage regressions, as a simpler alternative to numerically solving (4). Let us consider the linear wage equation

$$w_i = \beta_0 + \beta_1 g_i + \varepsilon_i,$$

(5)

where $w_i$ denotes (log) potential wages, $\beta_0$ is a constant term, $\beta_1$ is the parameter of interest, and $\varepsilon_i$ is an error term such that $m(e_i|g_i) = 0$. Denote by $\hat{\beta}$ the hypothetical least absolute deviations (LAD) regression estimator based on potential wages, that is, $\hat{\beta} \equiv \arg\min_{\beta} \sum_{i=1}^{N} |w_i - \beta_0 - \beta_1 g_i|$, where $\beta \equiv [\beta_0, \beta_1]'.

However, wages $w_i$ are only observed for the employed; they are missing for the nonemployed. Consider an example in which missing wages fall completely below the median regression line, that is, $w_i < \hat{\varnothing} = \hat{\beta}_0 + \hat{\beta}_1 g_i$ for the nonemployed ($I_i = 0$), or equivalently, $F(m|g, I = 0) = 1$. One can
then define a transformed dependent variable $y_i$ that is equal to $w_i$ for $I_i = 1$ and to some arbitrarily low imputed value $\tilde{w}$ (such that $w_i < \tilde{w}$) for $I_i = 0$, and the following result holds (see Bloomfield and Steiger [1983], sec. 2.3, for detail and formal proof):

$$\hat{\beta}_{\text{imputed}} = \arg \min_\beta \sum_{i=1}^N |y_i - \beta_0 - \beta_1 g_i|$$

$$= \hat{\beta} \equiv \arg \min_\beta \sum_{i=1}^N |w_i - \beta_0 - \beta_1 g_i|. \quad (6)$$

Condition (6) states that the LAD estimator is not affected by imputation. In other words, obtaining $\hat{\beta}$ using the transformed dependent variable $y_i$ gives the same estimate that one would obtain if potential wages were available for the whole population. Now consider an alternative example in which missing wages fall completely above the median regression line, that is, $w_i > \tilde{w}$ for $I_i = 0$, or equivalently, $F(m|g, I = 0) = 0$. The result in (6) still holds, having set $y_i$ equal to some arbitrarily high imputed value $\tilde{w}$ (such that $w_i > \tilde{w}$) for the nonemployed. More in general, the LAD estimator is not affected by imputation when the missing wage observations are imputed “so as to maintain the same sign of the residual” (Bloomfield and Steiger 1983, 52). That is, (6) is valid whenever missing wage observations are imputed on the “correct” side of the median.

As a further example, suppose that the potential wages of the nonemployed could be classified into two groups, $L$ and $U$, such that $w_i < \tilde{w}$ for $I_i = 1$ and $w_i > \tilde{w}$ for $i \in U$. One can define $y_i$ as a transformed variable such that $y_i = w_i$ for $I_i = 1$, $y_i = \hat{w}$ for $I_i = 0$ and $i \in L$, and $y_i = \tilde{w}$ for $I_i = 0$ and $i \in U$, and LAD inference is still valid.

Using this result, one can estimate median wage gaps, based on wage imputation for the nonemployed that simply requires assumptions on the position of the imputed wage observations with respect to the median of the wage distribution, as done in Johnson et al. (2000) and Neal (2004). The attractive feature of median regressions is that results are only affected by the position of imputed wage observations with respect to the median and not by specific values of imputed wages as it would be in the matching approach. In this article, we will estimate median wage gaps under alternative imputation rules, that is, under alternative conjectures over $F(m|g, I = 0)$. These imputation rules are described in detail below.

A. Imputation on Wages from Other Waves

We first exploit the panel nature of our data sets and, for all those not in work in some base year $t$, we recover (the real value of) hourly wage observations from the nearest wave in the sample, $t'$, and we use them as imputed wages ($\tilde{y}_i$) for estimating (6). The underlying identifying as-
sumption is that, for a given individual $i$, the latent wage position with respect to her predicted (gender-specific) median when she is nonemployed can be proxied by her wage in the nearest wave in which she is employed. As the position with respect to the median is determined using alternative information on wages, as opposed to measured characteristics, we are allowing for selection on unobservables.

Formally, we will assume

$$F(m|g, I_p = 0) = F(m|g, I_p = 1),$$

where $t$ is our base year and $t'$ is the wave nearest to $t$ in which we have a nonmissing wage observation. In practice, we impute $y_{it} = \omega_{it'}$ for $I_p = 0$. This procedure of imputation makes sense if an individual's position in the wage distribution stays on the same side of the median when the individual is switching employment status. As we estimate median wage gaps, we do not need an assumption of stable rank throughout the whole wage distribution but only with respect to the median. Should the position of individuals in the wage distribution change with employment status, movements that happen within either side of the median do not invalidate this method.

While imputation based on this procedure arguably uses the minimum set of potentially arbitrary assumptions, it has the disadvantage of not providing any wage information on individuals who never worked during the sample period. It is therefore important to understand in which direction this problem may distort, if at all, the resulting median wage gaps. If women are on average less attached to the labor market than men, and if attachment increases with potential wages, then the difference between the median gender wage gap on the imputed and the actual wage distribution tends to be higher the higher the proportion of imputed wage observations in total nonemployment in the base year. Consider, for example, a country with a very persistent female employment status: women who do not work in the base year and are therefore less attached are also unlikely to work at all in the whole sample period. In this case, low wage observations for less-attached women are unlikely to be recovered and the estimated wage gap is relatively low. Proportions of imputed wage observations over the total nonemployed population in 1999 (our base year) are reported in table A2 of the online appendix: the differential between male and female proportions tends to be higher in Germany, Austria, France, and southern Europe than elsewhere. Under reasonable assumptions we should therefore expect the difference between the median wage gap on the imputed and the actual wage distribution to be biased downward relatively more in this set of countries. This, in turn, means that we are being relatively more conservative in assessing the effect of nonrandom employment selection in these countries than elsewhere.

Even so, it would, of course, be preferable to recover wage observations
also for those never observed in work during the whole sample period. To do this, we rely on the observed characteristics of the nonemployed.

B. Imputation on Observables

We use observable characteristics for wage imputation with two methods. With the first method, we make assumptions on the position of missing wages with respect to their gender-specific median, based on a small number of characteristics, summarized into the vector $X_i$. We can illustrate this with a very simple example. Suppose that $X_i$ only includes years of completed education. This implies that we are using information on education for someone who is nonemployed to place them above or below their gender-specific median. We can define a threshold for $X_i$, $\bar{x}$ (say, 11 years of schooling), below which nonemployed individuals would earn below-median wages, and another threshold $\bar{x}$ (say, 16 years), above which individuals would earn above-median wages.

More formally we assume that

$$F(m|g_i, I_i = 0, X_i \leq \bar{x}) = 1; \quad F(m|g_i, I_i = 0, X_i \geq \bar{x}) = 0,$$

where $\bar{x}$ and $\bar{x}$ are low and high values of $X_i$, respectively. In this case, the imputed dependent variable $y_i$ is set equal to $\bar{w}$ for $i$ such that $I_i = 0$ and $X_i \leq \bar{x}$ and is set equal to $\bar{w}$ for $i$ such that $I_i = 0$ and $X_i \geq \bar{x}$. This method for placing individuals with respect to the median follows an educated guess, based on their observable characteristics. However, we can use wage information from other waves in the panel to assess the goodness of such guess, as will be illustrated in Section V.B.

With the second method, we use probability models for imputing missing wage observations. In this case our imputation rule assumes that

$$F(m|g_i, I_i = 0, X_i) = \hat{P}_i,$$

where $\hat{P}_i$ is the predicted probability to belong below the median, based on probit estimates.

We implement this imputation method in two steps. In the first step, we estimate the probability of an individual’s wage belonging below the median, based on a set of observable characteristics. On the employed sample, we define $M_i = 1$ for individuals earning less than their gender-specific median and $M_i = 0$ for the others. We estimate a probit model for $M_i$ for each gender, with explanatory variables $X_i$. Using the probit estimates, we obtain predicted probabilities of having a latent wage below the median, $\hat{P}_i = \Phi(\hat{\gamma}X_i) = Pr(M_i = 1|X_i)$, for the nonemployed subset, where $\Phi$ is the cumulative distribution function of the standardized normal distribution and $\hat{\gamma}$ is the estimated parameter

\[11\text{ All variables in (8) refer to the (same) base year, so time subscripts are omitted.}\]
vector from the probit regression. Predicted probabilities $\hat{P}_i$ are then used in the second step as sampling weights for the nonemployed. That is, we construct an imputed sample in which the employed feature with their observed wage and the nonemployed feature with a wage below median with a weight $\hat{P}_i$, and a wage above median with a weight $1 - \hat{P}_i$. The statistics of interest is the gender wage gap estimated on the imputed sample. The associated variance is obtained by bootstrap to correct for the fact that the weights used are based on probit estimates.

Note that in the first step we need a reference median wage in order to define $M$. The readily available candidate would be the median observed wage, but precisely due to selection this may be quite different from the latent median wage, thus potentially delivering biased estimates. In order to attenuate this problem, we also perform repeated imputation on an expanded sample, augmented with wage observations from adjacent waves. This allows us to get a better estimate of the potential median in the first step of our procedure, thereby generating more appropriate estimates of the median wage gap on the final, imputed sample.

C. Discussion on Imputation Methodology

To ease the interpretation of the results presented in the next section, we discuss here the main differences between alternative imputation methods. The three methods described differ in terms of the underlying identifying assumptions and the resulting imputed samples. The first method, where missing wages are imputed using wage information from other waves, implicitly assumes that an individual’s position with respect to the median can be proxied by his or her wage in the nearest wave in the panel. With this procedure, one can recover, at best, individuals who worked at least once during the 8-year sample period. We thus emphasize that this is a fairly conservative imputation procedure, one in which we impute wages for individuals who are relatively weakly attached to the labor market but not for those who are completely unattached and thus have never been observed in work. This procedure has the advantage of restricting imputation to a relatively “realistic” set of potential workers, and thus it is the one we mostly rely upon to make quantitative statements.

In the second and third imputation methods, we assume instead that an individual’s position with respect to the median can be proxied by some of his or her observable characteristics. In the second method, we use characteristics to take educated guesses regarding the position of missing wages. Clearly this procedure is more accurate for values of the observables in the tails than in the middle of the distribution. For example, guessing the position with respect to the median for individuals with either college or no education at all is safer than doing it for secondary school graduates, who are thus best left without an imputed wage. In doing this,
our imputed sample is typically larger than the one obtained with the first method, although it is still substantially smaller than the existing population. Finally, with the third method, we estimate the probability of belonging above the median for the whole range of our vector of characteristics, thus recovering predicted probabilities and imputed wages for the whole existing population.

Different imputed samples will have an impact on our estimated median wage gaps. In so far as women tend to be more positively selected into employment than men, the larger the imputed sample with respect to the actual sample of employed workers, the larger the estimated correction for selection.

Having said this, it is important to stress that, with all three imputation methods used, we never impose positive selection ex ante (except in a benchmark example), and thus there is nothing that would tell a priori which way correction for selection is going to affect the results. This is ultimately determined by the wages that the nonemployed earned when they were previously (or later) employed and by their observable characteristics, depending on methods.

Before moving on to the discussion of our estimates, it is worthwhile to motivate our choice of selection correction methodology and to frame it in the context of the existing literature on sample selection. A number of approaches can be used to correct for nonrandom sample selection in wage equations and/or recover the distribution in potential wages. The seminal approach suggested by Heckman (1974, 1979) consists in allowing for selection on unobservables, that is, on variables that do not feature in the wage equation but that are observed in the data.\footnote{In this framework, wages of employed and nonemployed would be recovered as

\[ E(w|Z_{\omega}, I = 1) = Z_{\omega} \delta_{\omega} + E(\epsilon_{\omega}|\epsilon_{i} > -Z_{i} \delta_{i}) \]

\[ E(w|Z_{\omega}, I = 0) = Z_{\omega} \delta_{\omega} + E(\epsilon_{\omega}|\epsilon_{i} < -Z_{i} \delta_{i}) \]

respectively, where $Z_{\omega}$ and $Z_{i}$ are the set of covariates included in the wage and selection equations, respectively, with associated parameters $\delta_{\omega}$ and $\delta_{i}$, and $\epsilon_{\omega}$ and $\epsilon_{i}$ are the respective error terms.} Heckman’s two-stage parametric specifications have been used extensively in the literature in order to correct for selectivity bias in female wage equations. More recently, these have been criticized for lack of robustness and distributional assumptions (see Manski 1989). Approaches that circumvent most of the criticism include semiparametric selection correction models that have appeared in the literature since the early 1980s (see Vella [1998] for an extensive survey of both parametric and nonparametric sample selection models). Two-stage nonparametric methods allow us in principle to approximate the bias term by a series expansion of propensity scores from
the selection equation, with the qualification that the term of order zero in the polynomial is not separately identified from the constant term in the wage equation unless some additional information is available (see Buchinsky 1998). Usually the constant term in the wage regression is identified from a subset of workers for which the probability of work is close to one, but in our case this route is not feasible since for no type of women is the probability of working close to one in all countries.

Selection on observed characteristics is instead exploited in the matching approach, which consists in imputing wages for the nonemployed by assigning them the observed wages of the employed with matching characteristics (see Blau and Beller 1992; and Juhn 1992, 2003). The approach of this article is also based on some form of wage imputation for the nonemployed, but it simply requires assumptions on the position of the imputed wage observations with respect to the median of the wage distribution. Importantly, it does not require assumptions on the actual level of missing wages, as is typically required in the matching approach, nor it requires the arbitrary exclusion restrictions that are often invoked in the two-stage Heckman sample selection correction models.

D. Bounds

As discussed above, each imputation method is based on identifying assumptions that are largely untested. In order to illustrate that results delivered by our imputation methods are reasonable, we also provide “worst case” bounds to the gap in potential median wages that do not require any identifying assumption, as shown by Manski (1994) and Blundell et al. (2007). We will then check that our estimated wage gaps on imputed wage distributions fall into these bounds.

Manski notes that substituting the inequality $0 \leq F(w \mid g, I = 0) = 1$ into (3) gives bounds for the true cumulative distribution

$$F(w \mid g, I = 1) \Pr (I = 1 \mid g) \leq F(w \mid g)$$

$$\leq F(w \mid g, I = 1) \Pr (I = 1 \mid g) + [1 - \Pr (I = 1 \mid g)]. \quad (10)$$

If one is interested in the median of $F()$, denoted by $m$, (10) implies that

$$F(m \mid g, I = 1) \Pr (I = 1 \mid g) \leq \frac{1}{2}$$

$$\leq F(m \mid g, I = 1) \Pr (I = 1 \mid g) + [1 - \Pr (I = 1 \mid g)]. \quad (11)$$

These bounds on $F()$ deliver the following worst case bounds on the gender-specific median

$$m'(w \mid g) \leq m(w \mid g) \leq m''(w \mid g) \quad (12)$$
such that
\[ \frac{1}{2} = F(m^i|g, I = 1) \Pr (I = 1|g) + [1 - \Pr (I = 1|g)], \]  
(13)

\[ \frac{1}{2} = F(m^*|g, I = 1) \Pr (I = 1|g). \]  
(14)

Bounds on the gender-specific median can be obtained by solving (13) and (14) using data on the observed wage distribution and employment rates. Note that conditions (13) and (14) imply that one can only identify bounds for the median if \( \Pr (I = 1|g) = 1/2 \). Hence, we will not be able to obtain such bounds for the female median wage (and, therefore, for the gender wage gap) in countries where less than 50% of the women have a wage observation.

Having said this, the bounds for the median gender wage gap \( D \) defined in (2) are obtained as follows:

\[ m'(w|g = \text{male}) - m^*(w|g = \text{female}) \leq D \leq m^*(w|g = \text{male}) - m'(w|g = \text{female}). \]  
(15)

V. Results

A. Imputation on Wages from Adjacent Waves

In our first set of estimates, an individual’s position with respect to the median of the wage distribution in the base year is proxied by the position of his or her wage obtained from the nearest available wave. The kind of imputation made here requires that individuals stay on the same side of their gender median across different waves in the panel (see eq. [7]). Results obtained with this method are reported in table 2.

Column 1 reports the actual wage gap for reference: this is the median wage gap for individuals with an hourly wage in 1999, which is our base year. The wage gaps of column 1 replicate very closely those plotted in figure 1, with the only difference being that figure 1 plotted mean as opposed to median wage gaps. As in figure 1, the United States and the United Kingdom stand out as the countries with the highest wage gaps, followed by central Europe, and finally by Scandinavia and Southern Europe.

In column 2, missing wage observations in 1999 are replaced with the real value of the nearest wage observation in a 2-year window, while in column 3, they are replaced with the real value of the nearest wage obser-

\(^{13}\) The absence of any important difference between mean and median wage gaps on the observed wage distribution is good news for our approach, based on the recovery of selection-corrected median wage gaps.
Table 2
Median Wage Gaps under Alternative Sample Inclusion Rules:
Wage Imputation Based on Wage Observations from Adjacent Waves

<table>
<thead>
<tr>
<th>Country</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>United States</td>
<td>.339</td>
<td>.352</td>
<td>.361</td>
<td>.354</td>
<td>.363</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>.256</td>
<td>.277</td>
<td>.284</td>
<td>.291</td>
<td>.301</td>
</tr>
<tr>
<td>Finland</td>
<td>.160</td>
<td>.194</td>
<td>.197</td>
<td>.203</td>
<td>.206</td>
</tr>
<tr>
<td>Denmark</td>
<td>.086</td>
<td>.100</td>
<td>.100</td>
<td>.093</td>
<td>.093</td>
</tr>
<tr>
<td>Germany</td>
<td>.191</td>
<td>.223</td>
<td>.214</td>
<td>.234</td>
<td>.234</td>
</tr>
<tr>
<td>Netherlands</td>
<td>.178</td>
<td>.193</td>
<td>.199</td>
<td>.195</td>
<td>.199</td>
</tr>
<tr>
<td>Belgium</td>
<td>.078</td>
<td>.099</td>
<td>.112</td>
<td>.098</td>
<td>.112</td>
</tr>
<tr>
<td>Austria</td>
<td>.192</td>
<td>.224</td>
<td>.234</td>
<td>.220</td>
<td>.229</td>
</tr>
<tr>
<td>Ireland</td>
<td>.232</td>
<td>.273</td>
<td>.284</td>
<td>.292</td>
<td>.300</td>
</tr>
<tr>
<td>France</td>
<td>.095</td>
<td>.133</td>
<td>.152</td>
<td>.140</td>
<td>.164</td>
</tr>
<tr>
<td>Italy</td>
<td>.059</td>
<td>.062</td>
<td>.075</td>
<td>.070</td>
<td>.079</td>
</tr>
<tr>
<td>Spain</td>
<td>.097</td>
<td>.153</td>
<td>.168</td>
<td>.143</td>
<td>.157</td>
</tr>
<tr>
<td>Portugal</td>
<td>.150</td>
<td>.168</td>
<td>.186</td>
<td>.169</td>
<td>.185</td>
</tr>
<tr>
<td>Greece</td>
<td>.111</td>
<td>.148</td>
<td>.184</td>
<td>.148</td>
<td>.185</td>
</tr>
<tr>
<td>Correlation</td>
<td>−.329</td>
<td>−.263</td>
<td>−.181</td>
<td>−.269</td>
<td>−.199</td>
</tr>
<tr>
<td>Coefficient of variation</td>
<td>.484</td>
<td>.416</td>
<td>.382</td>
<td>.427</td>
<td>.392</td>
</tr>
</tbody>
</table>

Sources.—Michigan Panel Study of Income Dynamics and European Community Household Panel Survey.

Note.—All wage gaps are significant at the 1% level. Figures in the last two rows display the cross-country correlation between the reported gender wage gap and the gender employment gap and the coefficient of variation of the gender wage gap. Sample description: aged 25–54, excluding the self-employed, the military, and those in full-time education, 1999. Sample inclusion rules by columns: (1) Employed at time of survey in 1999. (2) Wage imputed from other waves when nonemployed (, window). (3) Wage imputed from other waves when nonemployed (, window). (4) Wage imputed from other waves when nonemployed (, window), adjusted for real wage growth by gender and country. (5) Wage imputed from other waves when nonemployed (, window), adjusted for real wage growth by gender and country.

...
country statistic is the coefficient of variation in the gender wage gap: this falls by 31% between column 1 and column 3; thus selection explains almost one-third of the observed cross-country variation of wage gaps.

For each sample inclusion rule in columns 1–3, one can compute the adjusted employment rate for each gender, that is, the proportion of the adult population that is either working or has an imputed wage. These proportions are reported later in columns 1–3 of table 5. When moving from column 1 to column 3, the fraction of women included increases substantially in most countries, including some countries where the estimated wage gap is not greatly affected by the sample inclusion rules. Moreover, the fraction of men included in the sample also increases, albeit less so than for women. It is thus not simply the lower female employment rate in several countries that drives our findings but also the fact that in some countries selection into work seems to be less correlated to wage characteristics than in others.

The estimates of columns 2 and 3 of table 2 do not control for aggregate wage growth over time. If aggregate wage growth were homogeneous across genders and countries, the estimated wage gaps based on wage observations for other waves in the panel would not be affected. But, if there is a gender differential in wage growth, and if such differential varies across countries, then simply using earlier (later) wage observations would deliver a higher (lower) median wage gap in countries where wage growth for women is lower than for men. We thus estimate real wage growth by regressing log real hourly wages for each country and gender on a linear trend. The resulting coefficients are reported in table A3 in the online appendix. These are then used to adjust real wage observations outside the base year and to re-estimate median wage gaps. The resulting median wage gaps on the imputed wage distribution are reported in columns 4 and 5 of table 2. Despite some differences in real wage growth rates across genders and countries, adjusting estimated median wage gaps does not produce any appreciable change in the results reported in columns 2 and 3, which do not control for real wage growth.

Note finally that, in table 2, we are only recovering wages for a quarter, on average, of nonemployed women in the four southern European countries, as opposed to more than a half in the rest of countries (see table A2 in the online appendix). For men, cross-country differences are less marked, as respective proportions are 57% and 63%. Such differences

14 Note, however, that, even if real wage growth were homogeneous across genders, imputation based on wage observations from adjacent waves would not be affected only if the proportion of men and women in the sample remained unchanged after imputation.

15 Of course, for our estimated rates of wage growth to be unbiased, this procedure requires that participation into employment be unaffected by wage growth, which may not be the case.
happen because (non)employment status tends to be relatively more persistent in southern Europe than elsewhere, and this is much more so for women than for men. As noted in Section IV, given that we recover relatively fewer less-attached women in southern Europe, we are being relatively more conservative in assessing the effect of nonrandom employment selection in southern Europe as compared to elsewhere. For this reason it is important to try to recover wage observations also for those never observed in work in any wave of the sample period, as explained in the next subsection.

B. Imputation on Observables

In table 3, we exploit some observable characteristics of the nonemployed for assigning them on one or the other side of their gender median (eq. [8] gives the formal identifying assumption). Column 1 reports for reference the median wage gap on the base sample, which is the same as the one reported in column 1 of table 2. In column 2, we assume that all those not in work in 1999 would have wage offers below the median for their gender.16 This is an extreme assumption, and it is the only case in which we impose ex ante positive sample selection. This assumption is clearly violated for countries like Italy, Spain, and Greece, in which more than half of the female sample is not in work in 1999, and thus estimates are not reported for these three countries. However, also for other countries, there are reasons to believe that not all nonemployed individuals would have wage offers below their gender mean. Having said this, estimated median wage gaps increase substantially for most countries, except for Denmark and Finland. The correlation with employment gaps turns positive and quite strong because the wage gap in high employment-gap countries increases disproportionately relative to other countries.

Of course, one cannot know exactly what wages these individuals would have received had they worked in 1999. But we can form an idea of the goodness of this assumption by looking again at wage observations (if any) for these individuals in all other waves in the panel. This allows us to see whether an imputed observation had a wage that was indeed below their predicted gender median at the time he or she was observed working. Specifically, we take all imputed observations in 1999. Among these, we select those who ever worked at some time in the sample period. Out of this subset, we compute the proportion of observations who had wages below the predicted gender median. Such proportions are computed for men and women and are reported in columns headed “M” and “F,”

16 In practice, whenever we assign someone a wage below the median, we pick \( w_i = -5 \), this value being lower than the minimum observed (log) wage for all countries and thus lower than the median. Similarly, whenever we assign someone a wage above the median, we pick \( w_i = 20 \).
Table 3
Median Wage Gaps under Alternative Imputation Rules: Wage Imputation Based on Observables—Educated Guesses

<table>
<thead>
<tr>
<th>Country</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Wage Gap</td>
<td>Wage Gap</td>
<td>Goodness</td>
<td>Wage Gap</td>
<td>Goodness</td>
<td>Wage Gap</td>
</tr>
<tr>
<td></td>
<td>M</td>
<td>F</td>
<td>Imputation</td>
<td>M</td>
<td>F</td>
<td>M</td>
</tr>
<tr>
<td>United States</td>
<td>.339</td>
<td>.432</td>
<td>.90</td>
<td>.74</td>
<td>.335</td>
<td>1.00</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>.256</td>
<td>.375</td>
<td>.80</td>
<td>.63</td>
<td>.238</td>
<td>.83</td>
</tr>
<tr>
<td>Finland</td>
<td>.160</td>
<td>.191</td>
<td>.86</td>
<td>.73</td>
<td>.179</td>
<td>.87</td>
</tr>
<tr>
<td>Denmark</td>
<td>.086</td>
<td>.122</td>
<td>.77</td>
<td>.77</td>
<td>.100</td>
<td>.85</td>
</tr>
<tr>
<td>Germany</td>
<td>.191</td>
<td>.368</td>
<td>.87</td>
<td>.53</td>
<td>.214</td>
<td>.88</td>
</tr>
<tr>
<td>Netherlands</td>
<td>.178</td>
<td>.353</td>
<td>.67</td>
<td>.50</td>
<td>.246</td>
<td>.67</td>
</tr>
<tr>
<td>Belgium</td>
<td>.078</td>
<td>.228</td>
<td>.68</td>
<td>.70</td>
<td>.113</td>
<td>.70</td>
</tr>
<tr>
<td>Austria</td>
<td>.192</td>
<td>.360</td>
<td>.89</td>
<td>.60</td>
<td>.210</td>
<td>.91</td>
</tr>
<tr>
<td>Ireland</td>
<td>.232</td>
<td>.591</td>
<td>.83</td>
<td>.33</td>
<td>.213</td>
<td>.87</td>
</tr>
<tr>
<td>France</td>
<td>.095</td>
<td>.357</td>
<td>.81</td>
<td>.56</td>
<td>.134</td>
<td>.84</td>
</tr>
<tr>
<td>Italy</td>
<td>.059</td>
<td>.275</td>
<td>.75</td>
<td>.75</td>
<td>.092</td>
<td>.78</td>
</tr>
<tr>
<td>Spain</td>
<td>.097</td>
<td>.212</td>
<td>.71</td>
<td>.65</td>
<td>.182</td>
<td>.74</td>
</tr>
<tr>
<td>Portugal</td>
<td>.150</td>
<td>.357</td>
<td>.65</td>
<td>.52</td>
<td>.188</td>
<td>.61</td>
</tr>
<tr>
<td>Greece</td>
<td>.111</td>
<td>.278</td>
<td>.78</td>
<td>.78</td>
<td>.175</td>
<td>.81</td>
</tr>
<tr>
<td>Correlation</td>
<td>-.329</td>
<td>.625</td>
<td>-.120</td>
<td>.435</td>
<td>-.200</td>
<td>.395</td>
</tr>
<tr>
<td>Coefficient of variation</td>
<td>.484</td>
<td>.364</td>
<td>.329</td>
<td>.393</td>
<td>.430</td>
<td>.336</td>
</tr>
</tbody>
</table>

Sources.—Michigan Panel Study of Income Dynamics and European Community Household Panel Survey.

Note.—All wage gaps are significant at the 1% level. In specification 2 no results are reported for Italy, Spain, and Greece as more than 50% of women in the sample are unemployed. The goodness of imputation is measured using wage observations (if any) from other waves in the panel, and specifically computing what proportion of those is on the same side of the median that we assumed in imputation. Figures in the last two rows display the cross-country correlation between the reported gender wage gap and the gender employment gap, and the coefficient of variation of the gender wage gap. Sample: aged 25–54, excluding the self-employed, the military and those in full-time education, 1999. Sample inclusion rules by columns: (1) Employed at time of survey in 1999. (2) Impute wage < median when nonemployed. (3) Impute wage < median when unemployed. (4) Impute wage < median when nonemployed and education < upper secondary and experience < 10 years; impute wage > median when nonemployed and education ≥ higher education and experience ≥ 10 years. (5) Impute wage < median when nonemployed and spouse income in bottom quartile. (6) Wage imputed from other waves when nonemployed (−5, +2 window) and sample inclusion rule 4.
respectively. They are fairly high for men, but they are sensibly lower for women, which makes the estimates based on this extreme imputation case a benchmark rather than a plausible measure for the gender wage gap.

In column 3, we impute a wage below the median to all those who are unemployed (as opposed to nonparticipants) in 1999. The unemployed, by definition, are receiving wage offers (if any) below their reservation wage, while the employed have received at least one wage offer above their reservation wage. At constant reservation wages, the unemployed have lower potential wages than the observed wages of the employed and are thus assigned an imputed wage value below the median. This imputation leaves the median wage gap roughly unchanged with respect to the base sample in the United States, the United Kingdom, Scandinavia, Germany, Austria, and Ireland and raises it substantially elsewhere, especially in southern Europe. Also, the proportion of “correctly” imputed observations, computed as for the previous imputation case, is now much higher. Those who do not work because they are unemployed are thus relatively more likely to be overrepresented in the lower half of the wage distribution. Selection now explains 64% of the correlation between wage and employment gaps and 32% of the cross-country variation.

In column 4, we follow standard human capital theory and assume that all those with less than upper secondary education and fewer than 10 years of labor market experience have wage observations below the median for their gender. Those with at least higher education and at least 10 years of labor market experience are instead placed above the median. In the four southern European countries, the gender wage gap increases enormously with respect to the actual wage gap of column 1 and, as a consequence, the correlation with employment gaps turns positive. It is interesting that the proportion of correctly imputed observations is high in Ireland, France, and southern Europe but that is not so much so in other countries, where imputation based on unemployment works better than imputation based on human capital components.

The imputation method of column 5 is implicitly based on the assumption of assortative mating along wage attributes and consists of assigning wages below the median to those whose partners have total income in the bottom quartile of the gender-specific distribution. The assumption is that individuals married to low-productivity spouses also have low productivity, and thus the spouse’s wage is taken as a proxy for an individual’s potential wage offer. The results are qualitatively similar to those of column 3: the wage gap is mostly affected in southern Europe, but on average it is less affected than in other imputation examples. It would be natural to perform a similar exercise at the top of the distribution by assigning a wage above the median to those whose partner earns income in the top quartile. However, in this case, the proportion of correctly imputed observations was too low to rely on the assumption used for
imputation. We have also considered imputation based on low spouse education, obtaining very similar results as with low spouse income. Finally, we considered imputation based on high spouse education, and, similar to imputation based on high spouse income, the goodness of imputation turned out worse.

We also combined imputation methods by using, first, wage observations available from other waves and then imputing the remaining missing ones using education and experience information, as done in column 4. The results, reported in column 6, show again a much higher gender gap in France and southern Europe and not much of a change elsewhere with respect to the base sample of column 1.

Similar to the previous imputation method, we report in columns 4–8 of table 5 the proportion of men and women included in our imputed samples. As expected, we are now able to recover wage information for a higher fraction of the adult population. In column 4, such proportions are generally not equal to 100% because we did not impute wages to those who are employed but have missing information on hourly wages due to nonresponse, as the selection mechanism driving nonresponse is clearly different from that driving nonemployment.

Finally, we report estimates based on a probabilistic, two-step imputation technique, summarized in equation (9). In the first step, we use the 1999 base sample to estimate a probit model for the probability of belonging above the gender-specific median, controlling for education (upper secondary and higher education), experience, and its square. The estimated coefficients for the first-stage probit regression (not reported) conform to standard economic theory: individuals with higher levels of educational attainment and/or of labor market experience are more likely to feature in the top half of the wage distribution. These estimates are used as sampling weights in the second step to construct an imputed sample, on which we estimate the median gender wage gap and the corresponding bootstrapped standard error (with 200 replications).

The results of this exercise are summarized in table 4. Column 1 reports the median wage gap for the base sample, which is the same as the one reported in column 1 of tables 2 and 3. Column 2 reports the estimated median wage gap obtained from the probabilistic model described, having used the observed 1999 median as the reference median for our probit estimates. As fewer than 50% of women are employed in Italy, Spain, and Greece, we cannot credibly estimate a probit model where $M_i = 1$

\[ \text{We also estimated a more general specification that also controls for marital status, the number of children of different ages, and the position of the spouse in their gender-specific distribution of total income. Since the results of the exercise do not vary in any meaningful way across specifications, we only report findings for the human capital specification.} \]
A Cross-Country Analysis of Gender Gaps

<table>
<thead>
<tr>
<th>Country</th>
<th>Base Sample</th>
<th>Weighted Imputation</th>
</tr>
</thead>
<tbody>
<tr>
<td>United States</td>
<td>0.339</td>
<td>0.359</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>0.256</td>
<td>0.264</td>
</tr>
<tr>
<td>Finland</td>
<td>0.160</td>
<td>0.179</td>
</tr>
<tr>
<td>Denmark</td>
<td>0.086</td>
<td>0.100</td>
</tr>
<tr>
<td>Germany</td>
<td>0.191</td>
<td>0.200</td>
</tr>
<tr>
<td>Netherlands</td>
<td>0.178</td>
<td>0.229</td>
</tr>
<tr>
<td>Belgium</td>
<td>0.078</td>
<td>0.117</td>
</tr>
<tr>
<td>Austria</td>
<td>0.192</td>
<td>0.205</td>
</tr>
<tr>
<td>Ireland</td>
<td>0.232</td>
<td>0.319</td>
</tr>
<tr>
<td>France</td>
<td>0.095</td>
<td>0.182</td>
</tr>
<tr>
<td>Italy</td>
<td>0.059</td>
<td></td>
</tr>
<tr>
<td>Spain</td>
<td>0.097</td>
<td></td>
</tr>
<tr>
<td>Portugal</td>
<td>0.150</td>
<td>0.272</td>
</tr>
<tr>
<td>Greece</td>
<td>0.111</td>
<td></td>
</tr>
<tr>
<td>Correlation</td>
<td>-0.329</td>
<td>0.291</td>
</tr>
<tr>
<td>Coefficient of variation</td>
<td>0.484</td>
<td>0.339</td>
</tr>
</tbody>
</table>

Sources.—Michigan Panel Study of Income Dynamics and European Community Household Panel Survey.

Note.—All wage gaps are significant at the 1% level. In specification 2 no results are reported for Italy, Spain, and Greece as more than 50% of women in the sample are nonemployed. Figures in the last two rows display the cross-country correlation between the reported gender wage gap and the gender employment gap and the coefficient of variation of the gender wage gap. Sample description: aged 25–54, excluding the self-employed, the military, and those in full-time education, 1999. Sample inclusion rules by columns: (1) Employed at time of survey in 1999. (2) Impute wage < (resp., >) median with probability \( \hat{P_i} \) (resp. \( 1 - \hat{P_i} \)) if nonemployed. \( \hat{P_i} \) is the predicted probability of having a wage below the gender-specific base sample median, as estimated from a probit model including two education dummies, experience, and its square. (3) Impute wage < (resp., >) median with probability \( P_i \) (resp. \( 1 - P_i \)) if nonemployed. \( P_i \) as above, having enlarged the base sample with wage observation from adjacent waves.

Table 4
Median Wage Gaps under Alternative Imputation Rules: Wage Imputation Based on Observables—Probabilistic Model

For workers earning less than the median for these countries. In column 3, we use as the reference median the one obtained on a wage distribution enlarged with wage imputation from all other waves, and in this case the fraction of missing wages is below 50% for men and women in all countries. If wage imputation is correct, this procedure delivers a reference median that is closer to the latent median than the observed median. Comparing column 1 to columns 2 and 3 shows that the median wage gap on imputed wage distributions increases mildly in most countries down to Austria but rises substantially in Ireland, France, and Portugal and enormously in Italy, Spain, and Greece, which are the countries with the highest employment gaps.

To broadly summarize our findings (a summary is provided in table 5), one could note that, whether one corrects for selection on unobservables (table 2) or observables (tables 3 and 4), our results are qualitatively consistent in identifying a clear role of sample selection in countries with
Table 5
Percentage of Adult Population in Samples for Tables 2–4

<table>
<thead>
<tr>
<th></th>
<th>M</th>
<th>F</th>
<th>M</th>
<th>F</th>
<th>M</th>
<th>F</th>
<th>M</th>
<th>F</th>
<th>M</th>
<th>F</th>
<th>M</th>
<th>F</th>
<th>M</th>
<th>F</th>
<th>M</th>
<th>F</th>
<th>M</th>
<th>F</th>
</tr>
</thead>
<tbody>
<tr>
<td>United States</td>
<td>2,835</td>
<td>3,551</td>
<td>95.9</td>
<td>83.3</td>
<td>98.2</td>
<td>91.4</td>
<td>98.5</td>
<td>92.7</td>
<td>100.0</td>
<td>100.0</td>
<td>96.4</td>
<td>84.1</td>
<td>96.9</td>
<td>88.9</td>
<td>96.7</td>
<td>86.3</td>
<td>99.0</td>
<td>95.3</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>1,998</td>
<td>2,458</td>
<td>87.2</td>
<td>74.3</td>
<td>92.4</td>
<td>84.9</td>
<td>93.3</td>
<td>88.0</td>
<td>96.9</td>
<td>96.8</td>
<td>91.2</td>
<td>76.2</td>
<td>90.5</td>
<td>81.0</td>
<td>89.9</td>
<td>77.1</td>
<td>95.3</td>
<td>91.1</td>
</tr>
<tr>
<td>Finland</td>
<td>1,464</td>
<td>1,697</td>
<td>92.6</td>
<td>82.5</td>
<td>96.9</td>
<td>92.9</td>
<td>97.2</td>
<td>93.6</td>
<td>99.4</td>
<td>98.8</td>
<td>98.8</td>
<td>91.2</td>
<td>93.2</td>
<td>86.7</td>
<td>93.2</td>
<td>83.3</td>
<td>97.4</td>
<td>95.3</td>
</tr>
<tr>
<td>Denmark</td>
<td>996</td>
<td>1,054</td>
<td>94.0</td>
<td>88.1</td>
<td>99.5</td>
<td>97.4</td>
<td>99.5</td>
<td>97.7</td>
<td>98.3</td>
<td>98.1</td>
<td>97.5</td>
<td>94.1</td>
<td>95.0</td>
<td>90.5</td>
<td>94.6</td>
<td>88.9</td>
<td>99.7</td>
<td>98.0</td>
</tr>
<tr>
<td>Germany</td>
<td>2,822</td>
<td>3,064</td>
<td>91.2</td>
<td>68.8</td>
<td>96.7</td>
<td>83.1</td>
<td>98.1</td>
<td>87.0</td>
<td>98.9</td>
<td>93.4</td>
<td>97.6</td>
<td>75.2</td>
<td>92.2</td>
<td>72.0</td>
<td>92.6</td>
<td>70.7</td>
<td>98.4</td>
<td>88.4</td>
</tr>
<tr>
<td>Netherlands</td>
<td>2,322</td>
<td>2,752</td>
<td>94.1</td>
<td>70.4</td>
<td>96.7</td>
<td>81.5</td>
<td>97.1</td>
<td>84.3</td>
<td>99.8</td>
<td>99.1</td>
<td>96.7</td>
<td>82.0</td>
<td>95.8</td>
<td>77.8</td>
<td>95.6</td>
<td>72.9</td>
<td>98.1</td>
<td>89.1</td>
</tr>
<tr>
<td>Belgium</td>
<td>1,170</td>
<td>1,382</td>
<td>90.3</td>
<td>72.2</td>
<td>94.1</td>
<td>77.9</td>
<td>94.9</td>
<td>81.3</td>
<td>98.7</td>
<td>98.2</td>
<td>95.8</td>
<td>82.2</td>
<td>91.6</td>
<td>77.1</td>
<td>92.8</td>
<td>73.5</td>
<td>95.7</td>
<td>86.6</td>
</tr>
<tr>
<td>Austria</td>
<td>1,296</td>
<td>1,378</td>
<td>95.8</td>
<td>69.3</td>
<td>98.5</td>
<td>78.7</td>
<td>98.7</td>
<td>81.6</td>
<td>99.8</td>
<td>97.8</td>
<td>99.2</td>
<td>72.2</td>
<td>95.8</td>
<td>72.9</td>
<td>96.6</td>
<td>71.4</td>
<td>98.7</td>
<td>82.7</td>
</tr>
<tr>
<td>Ireland</td>
<td>1,053</td>
<td>1,345</td>
<td>84.9</td>
<td>58.1</td>
<td>89.8</td>
<td>70.8</td>
<td>90.7</td>
<td>73.8</td>
<td>99.6</td>
<td>99.1</td>
<td>92.9</td>
<td>61.0</td>
<td>88.3</td>
<td>64.2</td>
<td>88.9</td>
<td>62.2</td>
<td>93.0</td>
<td>78.3</td>
</tr>
<tr>
<td>France</td>
<td>2,601</td>
<td>2,923</td>
<td>73.1</td>
<td>55.7</td>
<td>92.8</td>
<td>75.6</td>
<td>94.4</td>
<td>80.1</td>
<td>85.5</td>
<td>90.2</td>
<td>79.8</td>
<td>64.6</td>
<td>75.3</td>
<td>63.7</td>
<td>74.8</td>
<td>68.0</td>
<td>95.7</td>
<td>84.9</td>
</tr>
<tr>
<td>Italy</td>
<td>3,113</td>
<td>3,744</td>
<td>79.3</td>
<td>45.2</td>
<td>89.9</td>
<td>54.9</td>
<td>91.3</td>
<td>57.9</td>
<td>94.9</td>
<td>96.8</td>
<td>91.9</td>
<td>56.1</td>
<td>83.2</td>
<td>64.0</td>
<td>81.5</td>
<td>49.7</td>
<td>93.8</td>
<td>74.9</td>
</tr>
<tr>
<td>Spain</td>
<td>2,680</td>
<td>3,065</td>
<td>83.7</td>
<td>45.5</td>
<td>91.2</td>
<td>59.4</td>
<td>92.6</td>
<td>62.5</td>
<td>99.7</td>
<td>99.6</td>
<td>93.8</td>
<td>56.1</td>
<td>87.0</td>
<td>60.1</td>
<td>86.5</td>
<td>47.9</td>
<td>94.7</td>
<td>73.8</td>
</tr>
<tr>
<td>Portugal</td>
<td>2,019</td>
<td>2,251</td>
<td>91.5</td>
<td>67.2</td>
<td>98.1</td>
<td>75.5</td>
<td>95.9</td>
<td>78.1</td>
<td>99.7</td>
<td>98.3</td>
<td>95.0</td>
<td>73.5</td>
<td>94.6</td>
<td>82.0</td>
<td>92.6</td>
<td>70.1</td>
<td>98.4</td>
<td>92.2</td>
</tr>
<tr>
<td>Greece</td>
<td>1,379</td>
<td>1,938</td>
<td>87.1</td>
<td>38.4</td>
<td>94.5</td>
<td>49.0</td>
<td>95.1</td>
<td>52.1</td>
<td>99.9</td>
<td>99.4</td>
<td>95.9</td>
<td>47.1</td>
<td>89.7</td>
<td>60.6</td>
<td>88.5</td>
<td>42.1</td>
<td>96.4</td>
<td>71.1</td>
</tr>
</tbody>
</table>

Sources.—Michigan Panel Study of Income Dynamics and European Community Household Panel Survey.

Note.—Figures in cols. 1–9 represent the proportions of males and females included in the sample across imputation rules of tables 2–4. Sample description: aged 25–54, excluding the self-employed, the military, and those in full-time education. Sample inclusion rules by column: (1) Employed at time of survey in 1999. (2) Wage imputed from other waves when nonemployed (1–10 window). (3) Wage imputed from other waves when nonemployed (1–10 window). (4) Impute wage < median when nonemployed. (5) Impute wage < median when unemployed. (6) Impute wage < median when nonemployed and education < upper secondary and experience < 10 years; impute wage < median when nonemployed and education ≤ higher education and experience ≥ 10. (7) Impute wage < median when nonemployed and spouse income in bottom quartile. (8) Sample inclusion rules 3 and 6 above. (9) Sample inclusion rule 3 above and wage imputed using probabilistic model (see note to table 4).
high employment gaps, especially in France and southern Europe. Quantitatively, the correction for sample selection is smallest when wage imputation is performed using wage observation from other waves in the panel, and it increases when it is instead performed using observed characteristics of the nonemployed. As argued above, this is mainly due to different sizes of the imputed samples. While only individuals with some degree of labor market attachment feature in the imputed wage distribution in the first case, the use of observed characteristics may in principle allow wage imputation for the whole population, thus including individuals with no labor market attachment at all. Interestingly, the fact that controlling for unobservables does not greatly change the picture obtained when controlling for a small number of observables alone (education, experience, and spouse income) implies that most of the selection role can indeed be captured by a set of observable individual characteristics. 18

C. Bounds

Each imputation rule requires assumptions about the position of the nonemployed relative to the median of the potential wage distribution. In order to show that we obtain reasonable estimates for the median wage gap under each specification, we compute bounds following the procedure discussed in Section IV. Table 6 reports “worst case” bounds to the potential distribution for the base sample and for a subset of wage imputation rules.

Column 1 reports bounds using the actual wage distribution to obtain the $F$ terms in conditions (13) and (14). All estimates for the median wage gap obtained with alternative imputation methods and reported in tables 2–4 lie within the bounds to the potential distribution reported in column 1. Note that, mechanically, the bounds for the gender-specific

18 We have performed a number of robustness tests and more disaggregate analyses on the results reported in tables 2–4. First, we repeated all estimates using a common set of age weights (obtained from the U.S. 1999 sample) for all countries. Results using such weights were virtually identical to those obtained without weights, and thus variation in the age structure across countries does not seem to explain much of the observed variation in gender pay gaps. Second, for the imputation rules reported in tables 2 and 3, we have repeated our estimates separately for three education groups (less than upper secondary education, upper secondary education, and higher education), and we found that most of the selection occurs between rather than within groups, as median wage gaps disaggregated by education are much less affected by sample inclusion rules than in the aggregate. Finally, we have repeated our estimates separately for three demographic groups: single individuals without children in the household, married or cohabiting without children, and married or cohabiting with children. We found evidence of a strong selection effect in France and southern Europe among those who are married or cohabiting, especially when they have children, and much less evidence of selection among single individuals without children.
Table 6  “Worst Case” Bounds to Median Wage Gaps under Alternative Imputation Rules

<table>
<thead>
<tr>
<th>Country</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Lower Bound</td>
<td>Upper Bound</td>
<td>Lower Bound</td>
<td>Upper Bound</td>
</tr>
<tr>
<td>United States</td>
<td>.153</td>
<td>.513</td>
<td>.268</td>
<td>.397</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>-.042</td>
<td>.562</td>
<td>.126</td>
<td>.373</td>
</tr>
<tr>
<td>Finland</td>
<td>.059</td>
<td>.255</td>
<td>.147</td>
<td>.234</td>
</tr>
<tr>
<td>Denmark</td>
<td>.035</td>
<td>.155</td>
<td>.074</td>
<td>.099</td>
</tr>
<tr>
<td>Germany</td>
<td>-.065</td>
<td>.521</td>
<td>.110</td>
<td>.297</td>
</tr>
<tr>
<td>Netherlands</td>
<td>-.028</td>
<td>.406</td>
<td>.088</td>
<td>.274</td>
</tr>
<tr>
<td>Belgium</td>
<td>-.184</td>
<td>.321</td>
<td>-.061</td>
<td>.203</td>
</tr>
<tr>
<td>Austria</td>
<td>-.030</td>
<td>.417</td>
<td>.087</td>
<td>.288</td>
</tr>
<tr>
<td>Ireland</td>
<td>-.533</td>
<td>.815</td>
<td>-.037</td>
<td>.494</td>
</tr>
<tr>
<td>France</td>
<td>-.668</td>
<td>.830</td>
<td>-.089</td>
<td>.265</td>
</tr>
<tr>
<td>Italy</td>
<td>...</td>
<td>...</td>
<td>-.419</td>
<td>.377</td>
</tr>
<tr>
<td>Spain</td>
<td>...</td>
<td>...</td>
<td>-.510</td>
<td>.374</td>
</tr>
<tr>
<td>Portugal</td>
<td>...</td>
<td>...</td>
<td>-.111</td>
<td>.323</td>
</tr>
<tr>
<td>Greece</td>
<td>...</td>
<td>...</td>
<td>-.940</td>
<td>.924</td>
</tr>
</tbody>
</table>

**Sources.**—Michigan Panel Study of Income Dynamics and European Community Household Panel Survey.

**Note.**—In specification 2 no results are reported for Italy, Spain, and Greece as more than 50% of women in the sample are nonemployed. Similarly, this is the case in specification 3 for Greece. Sample description: aged 25–54, excluding the self-employed, the military, and those in full-time education, 1999. Sample inclusion rules by column: (1) Employed at time of survey in 1999. (2) Wage imputed from other waves when nonemployed (, window). (3) Impute wage < median when unemployed. (4) Impute wage < median when nonemployed and education < upper secondary education and experience ≥ 10 years; impute wage > median when nonemployed and education ≥ higher education and experience ≥ 10 years.

Bounds for the median gender wage gap are thus much tighter for the United States, the United Kingdom, and countries all the way down to Austria than they are for Ireland, France, and Portugal—for which they are so large as to be completely uninformative. Indeed, we cannot even obtain bounds to the median wage gap for Italy, Spain, and Greece on the base sample because less than 50% of women are employed.

A restriction typically used to tighten such bounds is that of stochastic dominance (see Blundell et al. 2007), which assumes various forms of positive selection into employment. As this is precisely something that our article is assessing, we cannot use it as an identifying assumption. But we can instead compute bounds after wage imputation, that is, using imputed wage distributions to compute the $F()$ terms in (13) and (14). This procedure has the advantage of tightening the bounds without assuming positive sample selection ex ante. The estimated bounds are reported in columns 2–4 of table 6. In column 2, the wage distribution used is one in which missing wage observations are replaced by observed wages.
in the nearest available wave (as in col. 2 of table 2). In column 3, missing wage observations are imputed below the median if an individual is unemployed (as in col. 3 of table 3). In column 4, they are imputed using education and experience levels of the nonemployed (as in col. 4 of table 3). As employment rates are higher in columns 2–4 than in column 1, bounds do become tighter. However, they still remain relatively large in southern Europe, where employment rates remain relatively low even after wage imputation.

VI. Conclusions

Gender wage gaps in the United States and the United Kingdom are much higher than in other European countries, and especially so with respect to France and southern Europe. Although at first glance this fact may suggest evidence of a more equal pay treatment across genders in the latter group of countries, appearances can be deceptive.

In this article, we note that gender wage gaps across countries are negatively correlated with gender employment gaps, and we illustrate the importance of nonrandom selection into work in understanding the observed international variation in gender wage gaps. To do this, we perform wage imputation for those not in work by simply making assumptions on the position of the imputed wage observations with respect to the median. Imputation is performed according to different methodologies based on observable or unobservable characteristics of missing wage observations.

We find higher median wage gaps on imputed rather than actual wage distributions for most countries in the sample, meaning that, as one would have expected, women tend on average to be more positively selected into work than men. However, this difference is small in the United States, the United Kingdom, and a number of central and northern European countries, and it is sizable in France and southern Europe, that is, in countries in which the gender employment gap is particularly high. Our (most conservative) estimates suggest that correction for employment selection explains about 45% of the observed negative correlation between wage and employment gaps. In Italy, Spain, Portugal, and Greece, the median wage gap on the imputed wage distribution ranges between 20 and 30 log points across specifications. These levels are closely comparable to those of the United States and of other European countries.

Another interesting result is that we obtain qualitatively similar estimates whether we impute missing wages using available wage information from other waves in the panel or whether we use observable characteristics of the nonemployed. This implies that employment selection mostly takes place along a small number of measurable characteristics.

Our analysis identifies directions for future work. We argue that gender
employment gaps are key to understanding cross-country differences in gender wage gaps. Employment gaps may, in turn, be driven by supply or demand forces, or both. In recent work, Fernández and Fogli (2005) and Fortin (2005, 2006) emphasize the role of “soft variables,” such as cultural beliefs about gender roles and family values and individual attitudes toward greed, ambition, and altruism, as important determinants of women’s employment decisions as well as of gender wage differentials. These “fuzzy” variables may also shape employers’ beliefs about women’s labor force attachment and thus the demand for female labor. In addition, labor market and financial institutions, as well as the sectoral composition of the economy, may play an important role in the determination of gender employment gaps. Disentangling supply and demand factors that drive cross-country differences in female employment is thus the next step for understanding existing variation in gender pay gaps.
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