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Abstract

The band method is a flexible method for solving a variety of interpolation and extension problems which has evolved into increasing levels of sophistication over the past two decades. This article enhances the Grassmannian version of the band method to handle the Nehari–Takagi problem rather than merely the Nehari problem.
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1. Introduction

The Grassmannian approach to the Nehari (and Nehari–Takagi) problem goes back to the paper by Ball and Helton [4], and the first attempt at an axiomatization of the Grass-
mannian approach (in the Nehari problem case) was made in Ball [1]. The band method, initiated by Dym and Gohberg [7], provides a unifying framework for solving strictly contractive extension problems; see [10] for an overview and [13] for one of the latest variations. A synthesis of the Grassmannian approach and the band method was developed by Ball, Gohberg and Kaashoek (see [3]), and it is called the Grassmannian approach for extensions problems. The solution to the so-called strictly contractive extension problem in this abstract framework, when applied to a certain concrete case, yielded a complete characterization of solutions to the Nehari problem. The Nehari–Takagi problem is a more general problem, and the Nehari problem can be considered to be a special case of this problem (an excellent exposition of this can be found, for instance in Young [15]). However, this more general Nehari–Takagi problem does not fit a priori in the abstract framework of [3].

The aim of this paper is to suitably enlarge the abstract framework in [3] so as to include the Nehari–Takagi problem as a special case as well. In the more general setting (as compared to the one in [3]) presented in this paper, one has a family of problems (indexed by the nonnegative integers $l$) and in the special case when $l = 0$, one gets the strictly contractive extension problem of [3]. Thus, our setting can be thought of as a more refined version of [3]. Our abstract setting applies to transfer functions of multi-input multi-output systems, possibly of infinite dimensions, as well as to time varying finite-dimensional systems. A preliminary version of this paper, dealing with the scalar case, has been presented in [11].

In Section 2 we formulate our abstract setting. In Section 3 we give the statement of the strictly contractive extension problem of Nehari–Takagi type in this abstract setting, and present our main theorem which provides a characterization of all solutions to this problem, under certain natural factorization assumptions. The proof of our main theorem, given in Section 5, is based on some properties of linear fractional maps which we present in Section 4. The final section has a review character and illustrates our abstract result on two concrete extension problems, namely

1. The Nehari–Takagi problem for a class of time invariant infinite-dimensional systems.
2. The Nehari–Takagi problem for time varying finite-dimensional linear systems.

The solutions of these problems are known (see, for instance, Sasane [14] and Ball, Mikkola and Sasane [5] for the first problem, and Kaashoek and Kos [12]). We show how these two problems fit into our abstract framework and that one can deal with both of the above problems as special cases of our main result. Thus in some sense our approach captures the essence of the proofs given in [12,14]. We also mention that our main result applies equally well to discrete time systems, both in a time invariant and a time variant setting. A remaining open problem is to use the abstract setting in order to solve the Nehari–Takagi problem for time varying, infinite-dimensional linear systems, which has so far not been considered.

2. Basic objects and their properties

We begin with some preliminaries about matrices over a $C^*$-algebra. Throughout $\mathcal{R}$ will be a unital $C^*$-algebra with unit $e$. Given $p, m \in \mathbb{N}$ we let $\mathcal{R}^{p \times m}$ denote the space of
all \( p \times m \) matrices with entries from \( \mathcal{R} \) and with the corresponding norm \( \| \cdot \|_{p \times m} \) defined via the Gelfand–Naimark construction, which we recall below (see, for instance, [10]).

**Theorem 2.1** (Gelfand–Naimark). Let \( \mathcal{R} \) be a C*-algebra. Then there is a Hilbert space \( \mathcal{H} \) and an isometric *-isomorphism of \( \mathcal{R} \) onto a closed *-subalgebra of \( \mathcal{L}(\mathcal{H}) \).

In light of this theorem, we equip \( \mathcal{R}^{p \times m} \) with the following norm. If \( K \in \mathcal{R}^{p \times m} \), then

\[
\| K \|_{p \times m} = \sup \{ \| Kx \| : x \in \mathcal{H}^m, \| x \| \leq 1 \}.
\]

If \( K_1, K_2 \in \mathcal{R}^{p \times m} \) and \( K_2 \in \mathcal{R}^{m \times l} \), then \( \| K_1K_2 \|_{p \times l} \leq \| K_1 \|_{p \times m} \| K_2 \|_{m \times l} \), where \( K_1K_2 \) is defined by the usual matrix multiplication. If \( K \in \mathcal{R}^{p \times m} \), then \( K^* \in \mathcal{R}^{m \times p} \) is the matrix with \((i, j)\)th entry \( K^*(i, j) = (K(j, i))^* \). For \( K_1 \in \mathcal{R}^{p \times m} \) and \( K_2 \in \mathcal{R}^{m \times l} \), we have \( (K_1K_2)^* = K_2^*K_1^* \). From the Gelfand–Naimark theorem, it is easy to see that \( \| K^* \|_{p \times p} = \| K \|_{R^{p \times m}} \).

The case \( m = p \) is of particular interest. Indeed, \( \mathcal{R}^{m \times m} \) equipped with the norm \( \| \cdot \|_{m \times m} \) and the involution * is again a unital C*-algebra with the unit \( E_m \) being the \( m \times m \) matrix with \( e \) on the diagonal and zeros elsewhere. The set of invertible elements in \( \mathcal{R}^{m \times m} \) is denoted by \( G\mathcal{R}^{m \times m} \). An element \( K \in \mathcal{R}^{m \times m} \) is said to be **positive definite**, denoted by \( K > \mathcal{R}^{m \times m} 0 \) if \( K = \lambda^*\lambda \) for some \( \lambda \in G\mathcal{R}^{m \times m} \). An element \( K \in \mathcal{R}^{p \times m} \) is said to be **strictly contractive** if \( E_p - K^*K > \mathcal{R}^{p \times p} 0 \), which is, in turn, equivalent with \( \| K \|_{P \times m} < 1 \), or equivalent with \( E_p - KK^* > \mathcal{R}^{P \times p} 0 \). Note that if \( K \in \mathcal{R}^{m \times m} \) and \( \| K \|_{R^{m \times m}} < 1 \), then \( (E_m - K)^{-1} \in \mathcal{R}^{m \times m} \).

The following items 1–4 describe our basic objects, the general setup and introduce the necessary definitions.

1. **The triple \( (\mathcal{R}, \mathcal{N}+, \mathcal{N}) \)**. Just as in Ball, Gohberg and Kaashoek [3], the basic objects are a unital C*-algebra \( \mathcal{R} \) with unit \( e \), a subalgebra \( \mathcal{N} \) of \( \mathcal{R} \), and a subalgebra \( \mathcal{N}+ \) of \( \mathcal{N} \). We also assume that the unit \( e \) of \( \mathcal{R} \) belongs to \( \mathcal{N}+ \). Given these basic objects we introduce an additional stratification on \( \mathcal{N}^{p \times m} \), the set of \( p \times m \) matrices with entries in the algebra \( \mathcal{N} \).

2. **Stratification function \( \mu \)**. For each \( p, m \in \mathbb{N} \), we assume the existence of a stratification function \( \mu : \mathcal{N}^{p \times m} \rightarrow \mathbb{N} \cup \{0\} \) that satisfies the properties M1–M3 given below.

M1. \( K \in \mathcal{N}^{p \times m} \) is such that \( \mu(K) = 0 \) if and only if \( K \in \mathcal{N}_+^{p \times m} \).

M2. \( \mu(K_1 + K_2) \leq \mu(K_1) + \mu(K_2) \) for all \( K_1, K_2 \in \mathcal{N}^{p \times m} \).

M3. \( \mu(K_1K_2) \leq \mu(K_1) + \mu(K_2) \) for all \( K_1 \in \mathcal{N}^{p \times n} \) and \( K_2 \in \mathcal{N}^{n \times m} \).

This produces a stratification on \( \mathcal{N}^{p \times m} \) as follows. Define

\[
\mathcal{N}_{p \times m}^{[l]} = \{ K \in \mathcal{N}^{p \times m} : \mu(K) = l \}.
\]

Then \( \mathcal{N}_{p \times m}^{[0]} = \mathcal{N}_+^{p \times m} \), and defining \( \mathcal{N}_{p \times m}^{[l]} = \bigcup_{k \leq l} \mathcal{N}_{p \times m}^{[k]} \), we get the increasing chain of subsets

\[
\mathcal{N}_+^{p \times m} = \mathcal{N}_{p \times m}^{[0]} = \mathcal{N}_0^{p \times m} \subset \mathcal{N}_1^{p \times m} \subset \mathcal{N}_2^{p \times m} \subset \cdots
\]

of \( \mathcal{N}^{p \times m} = \bigcup_{l \geq 0} \mathcal{N}_{p \times m}^{[l]} \).
3. Index function $\nu$. In order to make “pole-zero counting arguments” in this abstract setting, it turns out that the above stratification function is not quite enough. So we introduce an auxiliary index function and demand that it is homotopically invariant (item 4 below).

Let $m \in \mathbb{N}$. Recall that $\mathcal{N}_+^{m \times m} \cap G \mathcal{R}^{m \times m}$ consists of all elements in $\mathcal{N}_+^{m \times m}$ that are invertible in $\mathcal{R}^{m \times m}$. We assume that

$$K \in \mathcal{N}_+^{m \times m} \cap G \mathcal{R}^{m \times m} \quad \text{implies} \quad K^{-1} \in \mathcal{N}_+^{m \times m}. \quad (2)$$

This allows to define an index function $\nu : \mathcal{N}_+^{m \times m} \cap G \mathcal{R}^{m \times m} \to \{0, 1, 2, \ldots\}$ as follows:

$$\nu(K) = \mu(K^{-1}) = \inf \{ l \mid K^{-1} \in \mathcal{N}_+^{m \times m} \}.$$

We also assume that

$$\nu(K_1 K_2) = \nu(K_1) + \nu(K_2), \quad K_1, K_2 \in \mathcal{N}_+^{m \times m} \cap G \mathcal{R}^{m \times m}. \quad (3)$$

4. Homotopic invariance of the index. We assume that the following property is satisfied.

If $M, N \in \mathcal{N}_+^{p \times m}$, and $t N + M \in G \mathcal{R}^{m \times m}$ for $0 \leq t \leq 1$, then $\nu(M) = \nu(N + M)$.

We conclude this section with the definition of a coprime factorization. Let $M \in \mathcal{N}_+^{n \times m}$ and $N \in \mathcal{N}_+^{p \times m}$. The pair $(M, N)$ is said to be right coprime over $\mathcal{N}_+$ if there exist matrices $X, Y$ with entries in $\mathcal{N}_+$ such that

$$XM - YN = E_m.$$

The element $K \in \mathcal{R}^{p \times m}$ is said to admit a right coprime factorization over $\mathcal{N}_+$ if there exist $M \in \mathcal{N}_+^{m \times m}$, $N \in \mathcal{N}_+^{p \times m}$ such that $M \in G \mathcal{R}^{m \times m}$, the pair $(M, N)$ is right coprime over $\mathcal{N}_+$, and $K = NM^{-1}$.

Lemma 2.2. If $K \in \mathcal{N}_+^{p \times m}$ admits a right coprime factorization $K = NM^{-1}$ over $\mathcal{N}_+$, then $\nu(M) = \mu(K)$. \hspace{1cm} $\Box$

Proof. Since $M \in G \mathcal{R}^{m \times m} \cap \mathcal{N}_+^{m \times m}$, it follows that $M^{-1} \in \mathcal{N}_+^{m \times m}$, and so $\nu(M) = \mu(M^{-1})$ is defined. Using $K = NM^{-1}$, it follows that

$$\mu(K) = \mu(NM^{-1}) \leq \mu(N) + \mu(M^{-1}) = 0 + \mu(M^{-1}) = \nu(M). \quad (4)$$

Here we used that $\mu(N) = 0$ because $N \in \mathcal{N}_+^{p \times m}$. Now let $X, Y$ be matrices with entries in $\mathcal{N}_+$ such that $XM - YN = E_m$. Then $X - YK = M^{-1}$ and so

$$\nu(M) = \mu(M^{-1}) = \mu(X - YK) \leq \mu(X) + \mu(YK) = 0 + \mu(Y) + \mu(K) = 0 + \mu(K) = \mu(K). \quad (5)$$

From (4) and (5), it follows that $\mu(K) = \nu(M)$. \hspace{1cm} $\Box$

Remark. The assumption (2) is a limitation on the use of the Grassmannian band method. Indeed, it rules out an application to the triple $\mathcal{N}_+ = H^\infty$ (the Hardy space of bounded and analytic functions in the open right-half plane), $\mathcal{N} = \bigcup_{l \geq 0} H^\infty_l$ (the space of functions that can be decomposed into the sum of a function in $H^\infty$ and a rational function with all poles in the open right-half plane), and $\mathcal{R} = L^\infty$ (over the imaginary line). As a consequence the abstract scheme in our paper does not cover the classical function theory setting while Ball,
Mikkola and Sasane [5] handles this case. This limitation is known and already appears in earlier papers on the band method. For instance, the solution of the abstract contractive band method extension problems works well in a Wiener algebra setting (see [10, Chapter XXXV]) but it does not yield the solution of the classical Nehari problem in a $L^\infty$-setting.

On the other hand, as is shown in [8], the abstract positive real band method extension problem applies to the $H^\infty/L^\infty$-setting. It is an interesting open problem to extend the general Grassmannian band method to include the Nehari and the Nehari–Takagi problems for the classical function theory set up.

3. Problem statement and the main theorem

Fix $K \in \mathbb{R}^{p \times m}$. An element $F \in \mathbb{R}^{p \times m}$ is said to be a strictly contractive extension of order $l$ for $K$ if the following hold:

1. $F - K \in \mathcal{N}^{p \times m}$ and admits a right coprime factorization over $\mathcal{N}^+$, and $\mu(F - K) = l$.
2. $E_m - F^*F >_{\mathbb{R}^{m \times m}} 0$.

Given $K \in \mathbb{R}^{p \times m}$, we wish to derive a linear fractional representation of all strictly contractive extensions of order $l$ for $K$.

In order to do this, we will assume that there exists a $(p + m) \times (p + m)$ matrix

$$
\Theta = \begin{bmatrix} \Theta_{11} & \Theta_{12} \\ \Theta_{21} & \Theta_{22} \end{bmatrix} \in \mathbb{R}^{(p + m) \times (p + m)},
$$

(6)

with entries in $\mathcal{R}$ that satisfies the following additional conditions:

S1: $\Theta \begin{bmatrix} \mathcal{N}^{p \times 1}_+ \\ \mathcal{N}^{m \times 1}_+ \end{bmatrix} = \begin{bmatrix} E_p & K \\ 0 & E_m \end{bmatrix} \begin{bmatrix} \mathcal{N}^{p \times 1}_+ \\ \mathcal{N}^{m \times 1}_+ \end{bmatrix}$.

S2: $\Theta_{22} \in \mathcal{G} \mathcal{R}^{m \times m}$ and $\nu(\Theta_{22}) = l$.

S3: $\Theta^* \begin{bmatrix} E_p & 0 \\ 0 & -E_m \end{bmatrix} \Theta = \begin{bmatrix} E_p & 0 \\ 0 & -E_m \end{bmatrix}$.

We remark that in Lemma 4.3 we prove that S1 implies that $\Theta_{22} \in \mathcal{N}^{m \times m}_+$. Thus, by the first part of S2, we have $\Theta_{22} \in \mathcal{N}^{m \times m}_+ \cap \mathcal{G} \mathcal{R}^{m \times m}$, and hence $\nu(\Theta_{22})$ is well defined. Property S2 requires $\nu(\Theta_{22}) = \mu(\Theta_{22}^{-1}) = l$.

We shall prove the following result, which characterizes all strictly contractive extensions of order $l$ for a given $K \in \mathcal{R}^{p \times m}$.

**Theorem 3.1.** Let $K \in \mathcal{R}^{p \times m}$ and let $\Theta$ satisfies conditions S1–S3. Then given any $Q \in \mathcal{N}^{p \times m}_+$ such that $Q$ is strictly contractive, $F$ defined by

$$
F = (\Theta_{11}Q + \Theta_{12})(\Theta_{21}Q + \Theta_{22})^{-1} \quad (=: F_\Theta(Q))
$$

is a strictly contractive extension of order $l$ for $K$.

Conversely, if $F$ is a strictly contractive extension of order $l$ for $K$, there exists a $Q \in \mathcal{N}^{p \times m}_+$ such that $Q$ is strictly contractive and $F = F_\Theta(Q)$. 


To give some further insight into the conditions S1–S3, let us consider the following \((p + m) \times (p + m)\) matrices with entries in \(\mathbb{R}\):

\[
V = \begin{bmatrix}
V_{11} & V_{12} \\
V_{21} & V_{22}
\end{bmatrix} := \begin{bmatrix}
E_p & -K \\
0 & E_m
\end{bmatrix} \Theta, \quad J = \begin{bmatrix}
E_p & 0 \\
0 & -E_m
\end{bmatrix}.
\] (7)

Assume that conditions S1 and S3 are satisfied. As we will see later (Lemma 4.2) this implies that \(\Theta\) is invertible in \(\mathbb{R}^{(p + m) \times (p + m)}\). Thus \(V\) is invertible in \(\mathbb{R}^{(p + m) \times (p + m)}\), and we can rewrite S3 as

\[
\begin{bmatrix}
E_p & K \\
K^* & E_m - K^* K
\end{bmatrix} = (V^{-1})^* J V^{-1}.
\] (8)

Next, notice that condition S1 also implies that the entries of \(V\) and \(V^{-1}\) are in \(\mathcal{N}_+\) (see Corollary 4.5). Hence condition S2 requires the spectral factor \(V\) to be of a special type, namely the entry \(V_{22} = \Theta_{22}\) is invertible, and \(\nu(\Theta_{22}) = l\).

Conversely, in order to find a matrix \(\Theta \in \mathbb{R}^{(p + m) \times (p + m)}\) satisfying conditions S1–S3, one proceeds as follows. First as in (8), one looks for a \(J\)-spectral factorization relative to \(\mathcal{N}_+\) of the matrix

\[
\begin{bmatrix}
E_p & K \\
K^* & E_m - K^* K
\end{bmatrix}.
\]

Next, one checks whether the factor \(V\) can be chosen in such a way that it satisfies the additional property referred to above. If so, then one defines \(\Theta\) via the first identity in (7).

This matrix \(\Theta\) satisfies conditions S1–S3, and one can apply Theorem 3.1 to get all strictly contractive extensions of order \(l\) for \(K\).

4. Preliminaries about linear fractional maps

In this section we collect together a number of results on linear fractional maps of the type appearing in Theorem 3.1. First we show that under appropriate assumptions, the linear fractional map \(\mathcal{F}_\Theta\) maps the open unit ball in a one-to-one way onto itself.

**Proposition 4.1.** Let

\[
\Theta = \begin{bmatrix}
\Theta_{11} & \Theta_{12} \\
\Theta_{21} & \Theta_{22}
\end{bmatrix} \in \mathbb{R}^{(p + m) \times (p + m)}.
\]

Assume condition S3 is satisfied, and that \(\Theta\) and \(\Theta_{22}\) are invertible in \(\mathbb{R}^{(p + m) \times (p + m)}\) and \(\mathbb{R}^{m \times m}\), respectively. Then the map

\[
\mathcal{F}_\Theta(Q) = (\Theta_{11} Q + \Theta_{12})(\Theta_{21} Q + \Theta_{22})^{-1}
\]

is well defined on \(B = \{Q \in \mathbb{R}^{p \times m} \mid E_m - Q^* Q > \mathbb{R}^{m \times m} 0\}\), and \(\mathcal{F}_\Theta|_B\) is a bijection on \(B\). Furthermore,

\[
(\mathcal{F}_\Theta|_B)^{-1} = \mathcal{F}_{\Theta^{-1}}|_B.
\] (9)

**Proof.** We divide the proof into four steps.
Step 1. In this step, we show that $\mathcal{F}_\Theta$ is well defined on $\mathbb{B}$. Let

$$J = \begin{bmatrix} E_p & 0 \\ 0 & -E_m \end{bmatrix}.$$ 

Then assumption S3 gives $\Theta^* J \Theta = J$. Consequently,

$$\Theta J \Theta^* = (\Theta J \Theta^*) (J J) = (\Theta J \Theta^*) (J (\Theta \Theta^{-1}) J) = \Theta J (\Theta^* J \Theta) \Theta^{-1} J = \Theta J \Theta^{-1} J = J.$$

In particular, $\Theta_{22}^* - \Theta_{22} \Theta_{22}^* = -E_m$. Since $\Theta_{22}$ is invertible, it follows that

$$\Theta_{22}^{-1} \Theta_{22} \Theta_{22}^* = -E_m = \Theta_{22}^{-1} (\Theta_{22}^*)^{-1}.$$

Hence $\|\Theta_{22}^* (\Theta_{22}^*)^{-1}\|_{\mathbb{R}^{p \times n}} < 1$ and so

$$\| \Theta_{22}^{-1} \Theta_{22} \|_{\mathbb{R}^{m \times p}} = \| (\Theta_{22}^{-1} \Theta_{22}^*) \|_{\mathbb{R}^{p \times n}} = \| \Theta_{22}^* (\Theta_{22}^*)^{-1} \|_{\mathbb{R}^{p \times m}} < 1.$$

Using $\| Q \|_{\mathbb{R}^{p \times n}} < 1$, it follows that

$$\| \Theta_{22}^{-1} \Theta_{22} Q \|_{\mathbb{R}^{m \times n}} \leq \| \Theta_{22}^{-1} \Theta_{22} \|_{\mathbb{R}^{m \times p}} \| Q \|_{\mathbb{R}^{p \times n}} < 1.$$

Hence $\Theta_{22} Q + \Theta_{22} = \Theta_{22} [\Theta_{22}^{-1} \Theta_{22} Q + E_m]$ is invertible, and $F = \mathcal{F}_\Theta(Q)$ is a well-defined element of $\mathbb{R}^{b \times m}$.

Step 2. Next we show that $F = \mathcal{F}_\Theta(Q)$ is strictly contractive if $Q \in \mathbb{B}$. First of all, note that

$$\begin{bmatrix} F \\ E_m \end{bmatrix} = \begin{bmatrix} (\Theta_{11} Q + \Theta_{12}) (\Theta_{21} Q + \Theta_{22})^{-1} \\ (\Theta_{21} Q + \Theta_{22}) (\Theta_{21} Q + \Theta_{22})^{-1} \end{bmatrix} = \Theta \begin{bmatrix} Q \\ E_m \end{bmatrix} X^{-1}, \quad (10)$$

where $X = \Theta_{21} Q + \Theta_{22}$. Hence, using condition S3, we have that

$$E_m - F^* F = \begin{bmatrix} F^* \\ E_m \end{bmatrix} \begin{bmatrix} -E_p & 0 \\ 0 & E_m \end{bmatrix} \begin{bmatrix} F \\ E_m \end{bmatrix} = (X^{-1})^* \begin{bmatrix} Q^* \\ E_m \end{bmatrix} \Theta^* \begin{bmatrix} -E_p & 0 \\ 0 & E_m \end{bmatrix} \Theta \begin{bmatrix} Q \\ E_m \end{bmatrix} X^{-1} = (X^{-1})^* \begin{bmatrix} Q^* \\ E_m \end{bmatrix} \begin{bmatrix} -E_p & 0 \\ 0 & E_m \end{bmatrix} \begin{bmatrix} Q \\ E_m \end{bmatrix} X^{-1} = (X^{-1})^* [E_m - Q^* Q] X^{-1} = 0.$$

Thus $F \in \mathbb{B}$.

Step 3. In this step we show that S3 holds with $\Theta^{-1}$ instead of $\Theta$, and that the submatrix of $\Theta^{-1}$ through rows $p+1$ to $p+m$, and columns $p+1$ to $p+m$ (that is, the $(2, 2)$ block entry of $\Theta^{-1}$ if partitioned in conformity with $\Theta$) is invertible. To see this, let $J$ denote the matrix as in the first step. Condition S3 and the invertibility of $\Theta$ imply that

$$\Theta^{-1} = J \Theta^* J = \begin{bmatrix} \Theta_{11}^* - \Theta_{21}^* \\ -\Theta_{12}^* \Theta_{22}^* \end{bmatrix}. \quad (11)$$
Hence the $(2, 2)$ block entry of $\Theta^{-1}$ is $\Theta^{*}_{22}$, which is invertible, since $\Theta_{22}$ is invertible. Furthermore,

$$(\Theta^{-1})^{*} J \Theta^{-1} = (\Theta^{*})^{-1} J (J \Theta^{*} J) = J.$$ 

Hence S3 holds with $\Theta^{-1}$ instead of $\Theta$.

From what has been proved in the previous paragraph, we conclude that the results of the first two steps also hold with $\Theta^{-1}$ instead of $\Theta$. Thus $F_{\Theta^{-1}}$ is well defined on $B$, and maps $B$ into itself. Therefore, in order to complete the proof, it remains to show that

$$(F_{\Theta^{-1}}(F)) = Q \text{ for all } Q \in B, \text{ and } (12)$$

$$F_{\Theta}(F_{\Theta^{-1}}(F)) = F \text{ for all } F \in B. \text{ (13)}$$

Actually, since $\Theta^{-1}$ has the same properties as $\Theta$, it suffices to prove (12). We will do this in the next step.

**Step 4.** Take $Q \in B$, and define $F = F_{\Theta}(Q)$, and $G = F_{\Theta^{-1}}(F)$. By using (10) for $\Theta$ as well as $\Theta^{-1}$, we have

$$\begin{bmatrix} F \\ E_m \end{bmatrix} = \Theta \begin{bmatrix} Q \\ E_m \end{bmatrix} (\Theta_{21} Q + \Theta_{22})^{-1},$$

$$\begin{bmatrix} G \\ E_m \end{bmatrix} = \Theta^{-1} \begin{bmatrix} F \\ E_m \end{bmatrix} (-\Theta_{12}^{*} F + \Theta_{22}^{*})^{-1}.$$ 

Now observe that

$$-\Theta_{12}^{*} F + \Theta_{22}^{*} = \begin{bmatrix} 0_{m \times p} E_m \\ -\Theta_{12}^{*} F + \Theta_{22}^{*} \end{bmatrix} = \begin{bmatrix} 0_{m \times p} E_m \end{bmatrix} \Theta^{-1} \begin{bmatrix} F \\ E_m \end{bmatrix}$$

$$= \begin{bmatrix} 0_{m \times p} E_m \end{bmatrix} (\Theta_{21} Q + \Theta_{22})^{-1}$$

$$= \begin{bmatrix} 0_{m \times p} E_m \end{bmatrix} (\Theta_{21} Q + \Theta_{22})^{-1} \begin{bmatrix} Q \\ E_m \end{bmatrix} = \begin{bmatrix} -\Theta_{12}^{*} F + \Theta_{22}^{*} \end{bmatrix}^{-1}.$$ 

In particular, $(\Theta_{21} Q + \Theta_{22})^{-1} (-\Theta_{12}^{*} F + \Theta_{22}^{*})^{-1} = E_m$. But then

$$G = \begin{bmatrix} E_p & 0_{p \times m} \\ E_m \end{bmatrix} \begin{bmatrix} G \\ E_m \end{bmatrix} = \begin{bmatrix} E_p & 0_{p \times m} \end{bmatrix} \Theta^{-1} \begin{bmatrix} F \\ E_m \end{bmatrix} (-\Theta_{12}^{*} F + \Theta_{22}^{*})^{-1}$$

$$= \begin{bmatrix} E_p & 0_{p \times m} \end{bmatrix} \Theta^{-1} \begin{bmatrix} Q \\ E_m \end{bmatrix} (\Theta_{21} Q + \Theta_{22})^{-1} (-\Theta_{12}^{*} F + \Theta_{22}^{*})^{-1}$$

$$= \begin{bmatrix} E_p & 0_{p \times m} \end{bmatrix} \begin{bmatrix} Q \\ E_m \end{bmatrix} = Q.$$ 

Thus (12) is proved, and the proof is complete. \square

As consequences of the assumptions S1 and S3 we state some simple lemmas, which will be used in the next section to prove the main theorem.
Lemma 4.2. Assume that conditions S1 and S3 are satisfied. Then the matrix $\Theta$ is invertible in $\mathcal{R}_{(p+m)\times(p+m)}$, and $\Theta^{-1}$ is given by

$$
\Theta^{-1} = J \Theta^* J = \begin{bmatrix}
\Theta_{11}^* & -\Theta_{21}^*
-\Theta_{12}^* & \Theta_{22}^*
\end{bmatrix}.
$$

Proof. From assumption S1, it follows that

$$
\Theta \begin{bmatrix}
\mathcal{N}_+^{p\times k}
\mathcal{N}_+^{m\times k}
\end{bmatrix} = \begin{bmatrix}
E_p & K
0 & E_m
\end{bmatrix} \begin{bmatrix}
\mathcal{N}_+^{p\times k}
\mathcal{N}_+^{m\times k}
\end{bmatrix}, \quad k = 1, 2, \ldots.
$$

Since $e$ belongs to $\mathcal{N}_+$, we have $E_{p+m}$ belongs to $\mathcal{N}_+^{(p+m)\times(p+m)}$, and hence the above identity (with $k = p + m$) shows that there exists a matrix $X \in \mathcal{N}_+^{(p+m)\times(p+m)}$ such that

$$
\Theta X = \begin{bmatrix}
E_p & K
0 & E_m
\end{bmatrix}.
$$

The term in the right-hand side of the previous identity is invertible. Hence in $\mathcal{R}_{(p+m)\times(p+m)}$ the matrix $\Theta$ has a right inverse, $\Theta'$ say, that is, $\Theta \Theta' = E_{p+m}$. Next define

$$
\Theta'' = \begin{bmatrix}
-E_p & 0
0 & E_m
\end{bmatrix} \Theta^* \begin{bmatrix}
-E_p & 0
0 & E_m
\end{bmatrix} = \begin{bmatrix}
\Theta_{11}^* & -\Theta_{21}^*
-\Theta_{12}^* & \Theta_{22}^*
\end{bmatrix}.
$$

Then assumption S3 yields that $\Theta'' \Theta = E_{p+m}$. Thus

$$
\Theta'' = \Theta'' E_{p+m} = \Theta'' (\Theta \Theta') = (\Theta'' \Theta) \Theta' = E_{p+m} \Theta' = \Theta'.
$$

So $\Theta$ is invertible in $\mathcal{R}_{(p+m)\times(p+m)}$ with $\Theta^{-1} = \Theta''$. □

Lemma 4.3. Assume that condition S1 is satisfied. Then $\Theta_{21} \in \mathcal{N}_{+ \times p}^{m \times 1}$ and $\Theta_{22} \in \mathcal{N}_{+ \times m}^{m \times 1}$.

Proof. From assumption S1, it follows that

$$
[0_{m \times p} E_m] \begin{bmatrix}
\Theta_{11} & \Theta_{12}
\Theta_{21} & \Theta_{22}
\end{bmatrix} \begin{bmatrix}
\mathcal{N}_+^{p\times 1}
\mathcal{N}_+^{m\times 1}
\end{bmatrix} = [0_{m \times p} E_m] \begin{bmatrix}
E_p & K
0 & E_m
\end{bmatrix} \begin{bmatrix}
\mathcal{N}_+^{p\times 1}
\mathcal{N}_+^{m\times 1}
\end{bmatrix} = \mathcal{N}_+^{m\times 1}.
$$

In particular,

$$
\Theta_{21}\mathcal{N}_+^{p\times 1} = \Theta_{21} \mathcal{N}_+^{p\times 1} \subset [0_{m \times p} E_m] \begin{bmatrix}
\Theta_{11} & \Theta_{12}
\Theta_{21} & \Theta_{22}
\end{bmatrix} \mathcal{N}_+^{p\times 1} = \mathcal{N}_+^{m\times 1}.
$$

\begin{align*}
\Theta_{21}\mathcal{N}_+^{p\times 1} &= \Theta_{21} \mathcal{N}_+^{p\times 1} \subset [0_{m \times p} E_m] \begin{bmatrix}
\Theta_{11} & \Theta_{12}
\Theta_{21} & \Theta_{22}
\end{bmatrix} \mathcal{N}_+^{p\times 1} = \mathcal{N}_+^{m\times 1},
\end{align*}

and so $\Theta_{22} \mathcal{N}_+^{m\times 1} \subset \mathcal{N}_+^{m\times 1}$. Since $e, 0 \in \mathcal{N}_+$, we obtain also that $\Theta_{22} \in \mathcal{N}_+^{m \times m}$. □
Lemma 4.4. Assume that conditions S1 and S3 are satisfied. Then $\Theta^{*}_{11} \in \mathcal{N}^{p \times p}_+ \text{ and } \Theta^{*}_{12} \in \mathcal{N}^{m \times p}_+$. 

Proof. Condition S3 may be rewritten as 

$$
\begin{bmatrix}
-\Theta^{*}_{11} & \Theta^{*}_{21} \\
-\Theta^{*}_{12} & \Theta^{*}_{22}
\end{bmatrix}
\begin{bmatrix}
\Theta_{11} & \Theta_{12} \\
\Theta_{21} & \Theta_{22}
\end{bmatrix}
= 
\begin{bmatrix}
-E_p & 0 \\
0 & E_m
\end{bmatrix},
$$

and using condition S1 we have that 

$$
\begin{bmatrix}
-\Theta^{*}_{11} & \Theta^{*}_{21} \\
-\Theta^{*}_{12} & \Theta^{*}_{22}
\end{bmatrix}
\begin{bmatrix}
\Theta_{11} & \Theta_{12} \\
\Theta_{21} & \Theta_{22}
\end{bmatrix}
= 
\begin{bmatrix}
-E_p & K \\
0 & E_m
\end{bmatrix},
$$

In particular, 

$$
-\Theta^{*}_{11} \mathcal{N}^{p \times 1}_+ = [-\Theta^{*}_{11} \Theta^{*}_{21} E_p K 0_{m \times 1} \subset \mathcal{N}^{p \times 1}_+
$$

and 

$$
-\Theta^{*}_{12} \mathcal{N}^{m \times 1}_+ = [-\Theta^{*}_{12} \Theta^{*}_{22} E_p K 0_{m \times 1} \subset \mathcal{N}^{m \times 1}_+.
$$

Since $e, 0 \in \mathcal{N}_+$, we obtain $\Theta^{*}_{11} \in \mathcal{N}^{p \times p}_+$ and $\Theta^{*}_{12} \in \mathcal{N}^{m \times p}_+$. 

Corollary 4.5. Let $V \in \mathcal{R}^{(p+m)\times(p+m)}$ be defined as in (14). If $\Theta$ satisfies S1 and S3, then $V$ is invertible in $\mathcal{R}^{(p+m)\times(p+m)}$, and the entries of $V$ and $V^{-1}$ belong to $\mathcal{N}_+$. 

Proof. Since S1 and S3 are satisfied, we know that $\Theta$ is invertible in $\mathcal{R}^{(p+m)\times(p+m)}$ (Lemma 4.2), and hence $V$ is invertible in $\mathcal{R}^{(p+m)\times(p+m)}$. But then S1 can be rewritten in the following equivalent form: 

$$
V \begin{bmatrix}
\mathcal{N}^{p \times 1}_+ \\
\mathcal{N}^{m \times 1}_+
\end{bmatrix} = \begin{bmatrix}
\mathcal{N}^{p \times 1}_+ \\
\mathcal{N}^{m \times 1}_+
\end{bmatrix},
$$

which is equivalent to the statement that the entries of $V$ and $V^{-1}$ belong to $\mathcal{N}_+$. 

5. Proof of the main theorem

In this section we prove Theorem 3.1. Throughout $K \in \mathcal{R}^{p \times m}$, and $\Theta$ is the $(p + m) \times (p + m)$ matrix with entries in $\mathcal{R}$, partitioned as in (6). We assume that conditions S1–S3 are satisfied. Recall that $\mathcal{B} = \{Q \in \mathcal{R}^{p \times m} | E_m - Q^* Q \succ \mathcal{R}^{m \times m} 0\}.$
Proof of Theorem 3.1. From Lemma 4.2, we know that $\Theta$ is invertible in $R^{(p+m)\times(p+m)}$. Furthermore, according to condition S2, the element $\Theta_{22}$ is invertible in $R^{m\times m}$. But then we can apply Proposition 4.1 to show that the map $F_{\Theta}$ in Theorem 3.1 is well defined on $B$, and maps $B$ in a one-to-one way onto itself.

Step 1. Let $Q \in B \cap N_{+}^{p\times m}$. We already know that $F = F_{\Theta}(Q)$ is strictly contractive. According to Lemma 4.3, the entries of $\theta_{21}$ and $\Theta_{22}$ belong to $N_{+}$. We claim that

$$
\nu(\theta_{21}Q + \Theta_{22}) = l.
$$

(15)

To see this, we apply the assumption of homotopic invariance of the index function (item 4 in Section 2) with $N = \theta_{21}Q$ and $M = \Theta_{22}$. Indeed, for $t \in [0, 1]$, we have $tQ \in B$, and hence we know from Proposition 4.1 that $t\theta_{21}Q + \Theta_{22} = \theta_{21}(tQ) + \Theta_{22} \in GR^{m\times m}$ for $t \in [0, 1]$. According to condition S2 we have $\nu(\theta_{22}) = l$, and thus we obtain (15) by applying homotopic invariance.

Let $V$ be given by (14). Thus

$$
\begin{bmatrix}
\theta_{11} & \Theta_{12} \\
\theta_{21} & \Theta_{22}
\end{bmatrix}
\begin{bmatrix}
E_p & K \\
0 & E_m
\end{bmatrix}
\begin{bmatrix}
V_{11} & V_{12} \\
V_{21} & V_{22}
\end{bmatrix}
= 
\begin{bmatrix}
V_{11} + KV_{21} & V_{12} + KV_{22} \\
V_{21} & V_{22}
\end{bmatrix}.
$$

It follows that

$$
F - K = (\theta_{11}Q + \theta_{12})(\theta_{21}Q + \Theta_{22})^{-1} - K
= ((V_{11} + KV_{21})Q + V_{12} + KV_{22})(V_{21}Q + V_{22})^{-1} - K
= ((V_{11}Q + V_{12} + K(V_{21}Q + V_{22}))(V_{21}Q + V_{22})^{-1} - K
= (V_{11}Q + V_{12})(V_{21}Q + V_{22})^{-1}.
$$

Now define $N = V_{11}Q + V_{1}$ and $M = V_{21}Q + V_{22}(= \Theta_{21}Q + \Theta_{22})$. Since $Q \in N_{+}^{p\times m}$ and the entries of $V$ are also in $N_{+}$, both $N$ and $M$ are matrices with entries in $N_{+}$. Since $M \in N_{+}^{m\times m} \cap GR^{m\times m}$, we have $M^{-1} \in N_{+}^{m\times m}$, and thus it follows that $F - K \in N_{+}^{p\times m}$.

Next we show that the pair $(M, N)$ is coprime over $N_{+}$. To do this, let $A = V^{-1}$. Then from Corollary 4.5 the entries $A(i, j), i, j \in \{1, \ldots, p + m\}$ of $A$ are in $N_{+}$. Partition $A$ is in conformity with the partition of $V$:

$$
A = 
\begin{bmatrix}
A_{11} & A_{12} \\
A_{21} & A_{22}
\end{bmatrix}.
$$

Then we have

$$
A_{11}N + A_{22}M = A_{21}(V_{11}Q + V_{12}) + A_{22}(V_{21}Q + V_{22})
= (A_{21}V_{11} + A_{22}V_{21})Q + (A_{21}V_{12} + A_{22}V_{22}) = E_m.
$$

Hence the pair $(M, N)$ is coprime over $N_{+}$, and thus $F - K = NM^{-1}$ admits a right coprime factorization over $N_{+}$. So using Lemma 2.2, $\mu(F - K) = \text{ind}(M) = l$. This completes the proof of the first part.

Step 2. We prove the converse in this part. Left $F$ be strictly contractive extension of order $l$ for $K$. Since $F$ is strictly contractive, from Proposition 4.1 we know that there exists a
unique $Q \in \mathcal{R}^{p \times m}$ such that $E_m - Q^*Q$ is positive definite in $\mathcal{R}^{m \times m}$ and $F = \mathcal{F}_\Theta(Q)$. In fact, using (9) and (11), this $Q$ is given by

$$Q = \mathcal{F}_\Theta^{-1}(F) = \left(\Theta_{11}^*F - \Theta_{21}^*\right)\left(-\Theta_{12}^*F + \Theta_{22}^*\right)^{-1}.$$

Thus $Q = RS^{-1}$, where

$$\begin{bmatrix} R \\ S \end{bmatrix} = \Theta^{-1} \begin{bmatrix} F \\ E_m \end{bmatrix}.$$  \hfill (16)

It follows that

$$\begin{bmatrix} R \\ S \end{bmatrix} = \Theta^{-1} \begin{bmatrix} K \\ E_m \end{bmatrix} + \Theta^{-1} \begin{bmatrix} F - K \\ E_m \end{bmatrix}$$

$$= \Theta^{-1} \begin{bmatrix} E_p & K \\ 0 & E_m \end{bmatrix} \begin{bmatrix} 0 & p \times m \\ 0 & 0 \times m \end{bmatrix} + \Theta^{-1} \begin{bmatrix} E_p \\ 0 \times m \end{bmatrix} (F - K)$$

$$= V^{-1} \begin{bmatrix} 0 & p \times m \\ 0 & E_m \end{bmatrix} + \begin{bmatrix} \Theta_{11}^* & 0 \\ -\Theta_{12}^* \end{bmatrix}(F - K)$$

$$= \begin{bmatrix} \Lambda_{12} \\ \Lambda_{22} \end{bmatrix} + \begin{bmatrix} \Theta_{11}^* \\ -\Theta_{12}^* \end{bmatrix}(F - K).$$

Here we used that $V$ is defined by (14) and that $\Lambda$ denotes the inverse of $V$ which has been partitioned in conformity with the partitioning of $V$. From the above, we see that

$$R = \Lambda_{12} + \Theta_{11}^*(F - K) \quad \text{and} \quad S = \Lambda_{22} - \Theta_{12}^*(F - K).$$  \hfill (17)

Now let $F - K$ admit the right coprime factorization $F - K = NM^{-1}$ over $\mathcal{N}_+$. Then from Lemma 2.2, we have $\nu(M) = 1$. Using $F - K = NM^{-1}$ in (17), we get $RM = \Lambda_{12} + \Theta_{11}^*N$ and $SM = \Lambda_{22} - \Theta_{12}^*N$. From Corollary 4.5 we know that $\Lambda_{12}$ and $\Lambda_{22}$ have entries in $\mathcal{N}_+$. Furthermore, according to Lemma 4.4, the entries of $\Theta_{11}^*$ and $\Theta_{12}^*$ belong to $\mathcal{N}_+$. Finally, since $M$ and $N$ also have entries in $\mathcal{N}_+$, we conclude that $RM$ and $SM$ have entries in $\mathcal{N}_+$ as well. Since $S$ and $M$ are invertible in $\mathcal{R}^{m \times m}$ it follows that $SM$ is also invertible in $\mathcal{R}^{m \times m}$. So we know that $SM \in \mathcal{N}_+^{m \times m} \cap G \mathcal{R}^{m \times m}$. Now we show that $\nu(SM) = 0$.

Using (16), we have

$$\Theta_{21}R + \Theta_{22}S = [\Theta_{21} \Theta_{22}]\Theta^{-1} \begin{bmatrix} F \\ E_m \end{bmatrix} = \begin{bmatrix} 0 \times m & E_m \end{bmatrix} \begin{bmatrix} F \\ E_m \end{bmatrix} = E_m.$$

It follows that $M = \Theta_{21}RM + \Theta_{22}SM$. Define $\tilde{N} = -\Theta_{21}RM$. Then

$$t\tilde{N} + M = (1 - t)\Theta_{21}RM + \Theta_{22}SM.$$

By Lemma 4.3, $\Theta_{21}$ has entries in $\mathcal{N}_+$, and from the previous paragraph, we know that the same holds for $RM$. Thus $\tilde{N}$ has entries in $\mathcal{N}_+$. If $t \in [0, 1]$, then $(1 - t)Q \in \mathcal{B}$, and thus $\Theta_{21}(1 - t)Q + \Theta_{22}$ is invertible in $\mathcal{R}^{m \times m}$. As we have seen in the previous paragraph, $SM$ is also invertible in $\mathcal{R}^{m \times m}$. Consequently

$$t\tilde{N} + M = (1 - t)\Theta_{21}RM + \Theta_{22}SM = \left(\Theta_{21}(1 - t)Q + \Theta_{22}\right)SM \in G \mathcal{R}^{m \times m}.$$
where we used the fact that \( Q = RM(SM)^{-1} \). So \( t \tilde{N} + M \in N_{+}^{m \times m} \cap \mathcal{G}R^{m \times m} \) for \( t \in [0, 1] \) and applying the assumption of the homotopic invariance of the index (item 4 in Section 2) with \( N = \tilde{N} \) and \( M = M \), we obtain

\[
l = \nu(M) = \nu(\Theta_{22}SM) = \nu(\Theta_{22}) + \nu(SM) = l + \nu(SM).
\]

Hence \( \nu(SM) = 0 \). In other words, \( \mu((SM)^{-1}) = 0 \) which implies that \( (SM)^{-1} \in N_{+}^{m \times m} \), and so \( Q = RM(SM)^{-1} \in N_{+}^{m \times m} \). This completes the proof. \( \Box \)

6. Examples

This section has a review character. We illustrate our main theorem on two concrete examples, namely the Nehari–Takagi problem for a class of time invariant infinite-dimensional systems, and the Nehari–Takagi problem for a class of time varying, finite-dimensional linear systems. The first example is taken from the paper [14], and the second from [12].

6.1. Nehari–Takagi problem for time invariant infinite-dimensional linear systems

1. The triple \((\mathcal{R}, \mathcal{N}_{+}, \mathcal{N})\). We take \( \mathcal{R} \) to be the (commutative) \( C^{*} \)-algebra of continuous functions \( k \) on the imaginary axis \( i\mathbb{R} \) for which the limits \( \lim_{\omega \to \pm \infty} k(i\omega) \) exist and are equal.

\( \mathcal{N}_{+} \) is the subalgebra of functions \( k : \mathbb{C}_{+} \to \mathbb{C} \) continuous on the closed right-half plane \( \mathbb{C}_{+} := \mathbb{C}_{+} \cup i\mathbb{R} \cup \{\infty\} \), analytic in \( \mathbb{C}_{+} \), and bounded in \( \mathbb{C}_{+} \). (These are exactly the analytic functions \( k(s) \) obtained via a Möbius transformation \( z \mapsto \frac{z+1}{z-1} \) on the domain of functions in the disc algebra.)

\( \mathcal{N} \) is the subalgebra of functions \( k : \mathbb{C}_{+} \to \mathbb{C} \) defined in the closed right-half plane \( \mathbb{C}_{+} \) such that \( k = g + h \), where \( h \in \mathcal{N}_{+} \) and \( g \) is a strictly proper rational function with all its poles contained in \( \mathbb{C}_{+} \).

In the Gelfand–Naimark construction one can take \( \mathcal{H} \) to be the Hilbert space \( L^{2}(i\mathbb{R}, \mathbb{C}) \), and the norm on \( \mathcal{R}^{p \times m} \) is then the usual norm

\[
\|K\|_{\mathcal{R}^{p \times m}} = \sup_{\omega \in \mathbb{R}} \|K(i\omega)\|_{\mathcal{L}(\mathcal{C}^{m}, \mathbb{C}^{p})}.
\]

2. Stratification function \( \mu \). From the proofs of Lemmas 2.5.1, 2.5.3 in [14], it follows that every \( K \in \mathcal{N}^{p \times m} \) admits a coprime factorization \( K = NM^{-1} \) over \( \mathcal{N}_{+} \) where \( M \) is rational, with \( \det(M) \) being a proper rational function with all its zeros contained in \( \mathbb{C}_{+} \).

We define \( \mu(K) \) to be the number of zeros of \( \det(M) \). Then M1–M3 can be verified easily.

The function \( \mu \) then produces a stratification on \( \mathcal{N}^{p \times m} \): the set \( \mathcal{N}_{[l]}^{p \times m} \) consists of all functions \( K : \mathbb{C}_{+} \to \mathbb{C}^{p \times m} \) such that \( K = G + H \), where \( H \in \mathcal{N}_{+}^{p \times m} \) and \( G \) is the rational transfer function of a finite-dimensional system with MacMillan degree \( l \) and having all its poles in \( \mathbb{C}_{+} \). The set \( \mathcal{N}_{l}^{p \times m} \) comprises the set of all functions \( K : \mathbb{C}_{+} \to \mathbb{C}^{p \times m} \) such that \( K = G + H \), where \( H \in \mathcal{N}_{+}^{p \times m} \) and \( G \) is the rational transfer function of a finite-dimensional system with MacMillan degree at most equal to \( l \) and having all its poles in \( \mathbb{C}_{+} \).
3. Index function $v$. We first show that $N^{m \times m}$ is inverse closed. Since every $K \in N^{m \times m}$ admits a coprime factorization over $N_+$ (see the proof of [14, Lemma 2.5.3]), it suffices to show that if $K \in GR^{m \times m} \cap N^{m \times m}_+$, then $K^{-1} \in N^{m \times m}$. The latter follows from the proof of [14, Lemma 2.5.10].

The index of $K = NM^{-1}$ (where $(N, M)$ is a coprime over $N_+$) is then the difference between the number of zeros of $N$ in $C_+$ (the number of zeros of $K$ in $C_+$) and the number of zeros of $M$ in $C_+$ (the number of poles of $K$ in $C_+$).

In order to show additivity of the index, one can proceed as follows. Let $K_1, K_2 \in N^{m \times m}$, and let $K_1 = N_1M_1^{-1}$, $K_2 = N_2M_2^{-1}$ be coprime factorizations over $N_+$. We note that

$$K_1K_2 = (N_1 \text{adj}(M_1)N_2 \text{adj}(M_1)) \det(M_1) \det(M_2)E_m^{-1}$$

is a right coprime factorization over $N_+$ for $K_1K_2$, and

$$K_2^{-1}K_1^{-1} = (M_2 \text{adj}(N_2)M_1 \text{adj}(N_1)) \det(N_2) \det(N_1)E_m^{-1}$$

is a right coprime factorization over $N_+$ for $K_2^{-1}K_1^{-1}$. Consequently, from the proof of Lemma 2.2, it follows that

$$\mu(K_1K_2) = \mu(\det(M_1) \det(M_2)E_m) \quad \text{and} \quad \mu(K_2^{-1}K_1^{-1}) = \mu(\det(N_1) \det(N_2)E_m).$$

Thus

$$v(K_1K_2) = \mu(\det(N_1)) - \mu(\det(M_1)) + \mu(\det(N_2)) - \mu(\det(M_2))$$

$$= v(K_1) + v(K_2).$$

4. Homotopic invariance of the index. We note that $v(tN + M) = \mu(\det(tN + M))$, and so the homotopic invariance of the index is a consequence of the homotopic invariance of the Nyquist index (see, for instance, Curtain and Zwart [6, Lemma A.1.18, p. 570]): indeed, let $\delta > 0$ be such that $C_{\delta, +} := \{s \in C \mid \text{Re}(s) > \delta\}$ contains all the zeros of $\det(M)$ and $\det(N + M)$. Let $\epsilon \in (0, \delta)$. Applying [6, Lemma A.1.18] with $h(s, t) := \det(tN(s + \epsilon) + M(s + \epsilon))$, it follows that the number of zeros of $\det(M)$ and $\det(N + M)$ are the same in $C_{\epsilon, +}$. But the choice of $\epsilon \in (0, \delta)$ was arbitrary, and so it follows that $\det(M)$ and $\det(N + M)$ have the same number of zeros in $C_+$. But they do not have any zeros on the imaginary axis, and so the result follows.

Statement of the problem. Let $K$ be the transfer function of an infinite-dimensional system with generating operators $(A, B, C)$ such that $A$ is exponentially stable, infinitesimal generator of a strongly continuous semigroup $(e^{tA})_{t \geq 0}$ on the Hilbert space $X$, $B \in \mathcal{L}(C^m, X)$, and $C \in \mathcal{L}(X, C^p)$. Then $K \in N^{p \times m}_+$. Let $l$ be a nonnegative integer, and suppose that $\sigma_{l+1}(H_K) < 1 < \sigma_l(H_K)$, where $\sigma_r(\cdot)$ denotes the $r$th singular value of a bounded linear operator, and $H_K : L^2((0, \infty), C^m) \to L^2((0, \infty), C^p)$ denotes the Hankel operator corresponding to the impulse response $h(t) = Ce^{tA}B$, $t \geq 0$, and given by

$$(H_Ku)(t) = \int_0^\infty Ce^{(t+\tau)A}Bu(\tau)\,d\tau, \quad t \geq 0.$$ 

Then find a strictly contractive extension $F$ of order $l$ for $K$. 


Let
\[ A(s) := \begin{bmatrix} I_p & 0 \\ 0 & I_m \end{bmatrix} + \begin{bmatrix} -CL_B \\ B^* \end{bmatrix} (I - LC) L_B)^{-1} (sI + A^*)^{-1} \begin{bmatrix} C^* \\ LC \end{bmatrix}, \]
where \( L_B \) and \( LC \) denote the controllability and observability Gramians, respectively, of the infinite-dimensional system given by the triple \((A, B, C)\) (see, for instance, Curtain and Zwart [6, Theorem 4.1.23, p. 160]). Then, from [14, Chapter 4], it follows that \( \varTheta \) defined by
\[ \varTheta = \begin{bmatrix} I_p & K \\ 0 & I_m \end{bmatrix} A(-\cdot)^{-1} \] (18)
satisfies S1–S3. Moreover, \( \varTheta \) is invertible. Hence applying Theorem 3.1, we obtain the following result.

**Theorem 6.1.** Let \( A \) be the exponentially stable, infinitesimal generator of a strongly continuous semigroup \( (e^{tA})_{t\geq0} \) on the Hilbert space \( X \), \( B \in L(\mathbb{C}^m, X) \), and \( C \in L(X, \mathbb{C}^p) \). Let \( K(s) = C(sI - A)^{-1} B \in \mathbb{N}_{n+p}^{p+m} \) and suppose that there exists an \( l \) such that
\[ \sigma_{l+1}(HK) < 1 < \sigma_l(HK), \]
where \( \sigma_r(HK) \) denote the Hankel singular values. Let \( \varTheta \) be given by (18). Then \( F \in \mathbb{R}_{p+m}^{p+m} \) is a strictly contractive extension of order \( l \) for \( K \) if and only if \( F = (\varTheta_{11}Q + \varTheta_{12})(\varTheta_{21}Q + \varTheta_{22})^{-1}, \) for some \( Q \in \mathbb{N}_p^{p+m} \) such that \( \|Q\|_{\mathbb{R}_{p+m}^{p+m}} < 1 \).

### 6.2. Nehari–Takagi problem for time varying, finite-dimensional linear systems

The problem considered in this section deals with integral operators on \( L^2(\mathbb{R}, \mathbb{C}^m) \) which are input–output operators of time varying finite-dimensional systems of the form
\[ \Sigma: \begin{cases} \left( \frac{d}{dt} x \right)(t) = A(t)x(t) + B(t)u(t), \\ y(t) = C(t)x(t) + D(t)u(t), \end{cases} \]
where \( A \in L^{\infty}(\mathbb{R}, \mathbb{C}^{n\times n}), B \in L^{\infty}(\mathbb{R}, \mathbb{C}^{n\times m}), C \in L^{\infty}(\mathbb{R}, \mathbb{C}^{m\times n}), \) and \( D \in L^{\infty}(\mathbb{R}, \mathbb{C}^{m\times m}) \). The differential equation
\[ \left( \frac{d}{dt} x \right)(t) = A(t)x(t), \quad t \in \mathbb{R}, \]
(20)
is assumed to have a dichotomy \( P_\Sigma \). The input–output operator \( T_\Sigma \) of the system \( \Sigma \), acting on \( L^2(\mathbb{R}, \mathbb{C}^m) \), is given by
\[ (T_\Sigma u)(t) = D(t)\varphi(t) + \int_{-\infty}^{\infty} C(t)\gamma_{A}(t,s)B(s)u(s)\,ds, \quad t \in \mathbb{R}, \quad u \in L^2(\mathbb{R}, \mathbb{C}^m), \]
where \( C(t)\gamma_{A}(t,s)B(s) \) is the uniquely defined bounded weighting pattern which is obtained from the evolution matrix and the dichotomy \( P_\Sigma \), see [12]. In what follows we shall always assume that \( D(t) = dI_m \) for each \( t \in \mathbb{R} \), where \( d \) is a complex number.

If \( T = T_\Sigma \), where \( \Sigma \) is as in the preceding paragraph with \( D(t) = dI_m \) and with the homogeneous equation (20) possessing a dichotomy \( P_\Sigma \), then we refer to \( \Sigma \) as an admissible realization of \( T \), and we call \( T \) the input–output operator of the admissible system \( \Sigma \).
Statement of the problem. The starting point for the Nehari–Takagi problem treated in this section is a lower triangular integral operator $K$ on $L^2(\mathbb{R}, \mathbb{C}^m)$ which is the input–output operator of the admissible system $\Sigma(K)$ given by

$$
\Sigma(K): \begin{cases} 
\left( \frac{d}{dt} x \right)(t) = A_K(t)x(t) + B_K(t)u(t), \\
y(t) = C_K(t)x(t), 
\end{cases} \quad t \in \mathbb{R}.
$$

(21)

Given such an operator $K$ and a nonnegative integer $l$, the problem is to find all operators $T = T_\Sigma$ with $\Sigma$ an admissible system (19) satisfying $\text{rank } P_\Sigma \leq l$ such that $\| K + T \| < 1$. Here the norm $\| \cdot \|$ is the $L^2$-induced operator norm (see item 1 below).

Let us now put this problem into the abstract set up of Section 2.

1. The triple $(\mathcal{R}, \mathcal{N}_+, \mathcal{N})$. In this subsection $\mathcal{R}$ is the $C^*$-algebra of all bounded operators on $L^2(\mathbb{R})$. Thus $\mathcal{R}^{m \times m}$ is the set of all bounded operators $T$ on $L^2(\mathbb{R}, \mathbb{C}^m)$. The norm on $\mathcal{R}^{m \times m}$ is the $L^2$-induced norm, that is,

$$
\| T \|_{\mathcal{R}^{m \times m}} = \sup \{ \| Tu \|_{L^2(\mathbb{R}, \mathbb{C}^m)} : u \in L^2(\mathbb{R}, \mathbb{C}^m), \| u \|_{L^2(\mathbb{R}, \mathbb{C}^m)} = 1 \}.
$$

The class of all integral operators with an admissible realization is denoted by $\mathcal{N}^{m \times m}$. The subset $\mathcal{N}_+^{m \times m}$ comprises all $T \in \mathcal{N}^{m \times m}$ that are upper triangular integral operators. Thus $T \in \mathcal{N}_+^{m \times m}$ if and only if $T = T_\Sigma$ with dichotomy $P_\Sigma = 0$, that is, the admissible realization $\Sigma$ is backward-stable. From [12, Sections 1.2 and 1.3] it follows that $\mathcal{N} = \mathcal{N}_+^{1 \times 1}$ is a subalgebra of $\mathcal{R}$, and $\mathcal{N}_+ = \mathcal{N}_+^{1 \times 1}$ is a subalgebra of $\mathcal{N}$. Furthermore, the unit of $\mathcal{R}$, which is equal to the identity operator on $L^2(\mathbb{R})$, belongs to $\mathcal{N}_+$.

2. Stratification function $\mu$. For $K \in \mathcal{N}_+^{m \times m}$ we define

$$
\mu(T) = \min \{ \text{rank } P_\Sigma : \Sigma \text{ is an admissible realization of } T \}.
$$

Thus $\mu(T) \leq l$ if and only if $T$ is the input–output operator of an admissible system $\Sigma$ with the rank of the dichotomy $P_\Sigma$ being less than or equal to $l$. With this definition the properties M1–M3 follow from [12, formula (1.13)].

The function $\mu$ then produces a stratification on $\mathcal{N}_+^{m \times m}$. Indeed, the set $\mathcal{N}_+^{m \times m}$ comprises the set of all input-output operators $T$ in $\mathcal{N}_+^{m \times m}$ of systems $\Sigma$ with dichotomy $P_\Sigma$ with rank $\text{rank } P_\Sigma \leq l$. Furthermore, $\mathcal{N}_+^{m \times m}$ consists of all operators $T$ in $\mathcal{N}_+^{m \times m}$ that have an admissible realization $\Sigma$ with dichotomy $P_\Sigma$ of rank $l$ and no admissible realization with a dichotomy of strictly smaller rank.

3. Index function $\nu$. It can be shown that $\mathcal{N}_+^{m \times m}$ is inverse closed. More precisely, if $T$ is the input–output operator of an admissible system $\Sigma$ (with dichotomy $P_\Sigma$), then $T^{-1}$ is the input–output operator of a some system (denoted by, say $\Sigma^{-1}$) with dichotomy $P_{\Sigma^{-1}}$. In particular, if $T \in \mathcal{N}_+^{m \times m} \cap GR^{m \times m}$, then $T^{-1} \in \mathcal{N}_+^{m \times m}$. This allows us to define the index function $\nu$:

$$
\nu(T) = \mu(T^{-1}), \quad T \in \mathcal{N}_+^{m \times m} \cap GR^{m \times m}.
$$
One can show that $\nu(T)$ is equal to the Fredholm index of the Fredholm operator $\tilde{T}$ acting on $L^2([0, \infty), \mathbb{C}^m)$, which is the compression of the input–output operator $T$ to the half-line, that is,

$$(\tilde{T} u)(t) = (T \tilde{u})(t), \quad t \geq 0, \quad u \in L^2([0, \infty), \mathbb{C}^m),$$

with

$$\tilde{u}(t) = \begin{cases} u(t) & \text{if } t \geq 0, \\ 0 & \text{if } t < 0. \end{cases}$$

The additivity of the index then follows from the additivity of the Fredholm index.

4. Homotopic invariance of the index. Let $N \in \mathcal{N}_+^{m \times m}$, $M \in \mathcal{N}_+^{m \times m} \cap \mathcal{G}_{R}^{m \times m}$, and assume that $tN + M \in \mathcal{G}_{R}^{m \times m}$ for $0 \leq t \leq 1$. For $t \in (0, 1]$, we have

$$\nu(N + M) = \text{ind} \left( \frac{1}{t} (tNM - 1 + E_m) \right) = \nu \left( \frac{1}{t} M \right) + \nu \left( tNM^{-1} + E_m \right) = \nu(M) + \nu \left( tNM^{-1} + E_m \right).$$

But for $t$ small enough, we can ensure that the input–output operator corresponding to $tNM^{-1}$ has norm $< 1$. Hence from the stability of the index of Fredholm operators under perturbations that are small in operator norm (see [9, Section XI.4]), it follows that $\nu(tNM^{-1} + E_m) = \nu(E_m) = 0$. From this it can be seen that item 4 of Section 2 holds.

Conclusion.

Now let $K = K_{K}$ be the lower triangular integral operator. Suppose that

$$\sup_{\tau \in \mathbb{R}} \sigma_{r+1}(H_K(\tau)) < 1 < \inf_{\tau \in \mathbb{R}} \sigma_{r}(H_K(\tau)),$$

where $\sigma_{r}(\cdot)$ denotes the $r$th singular value of a bounded linear operator, and for $\tau \in \mathbb{R}$, $H_K(\tau)$ denotes the generalized Hankel operator on $L^2([0, \infty), \mathbb{C}^m)$ corresponding to the integral operator $K$, and is given by

$$(H_K(\tau)u)(t) = \int_0^\infty C(t + \tau) y_A(t + \tau, \tau - s) B(\tau - s) u(s) ds, \quad t \geq 0.$$

Define

$$G_K(t) = U_K(t)^{-s} \int_t^\infty U_K(s)^* C_K(s)^* C_K(s) U_K(s) ds U_K(t)^{-1}, \quad t \in \mathbb{R}, \quad (22)$$

$$Z_K(t) = G_K(t)^{-1} - U_K(t)^{-1} \int_{-\infty}^t U_K(s)^{-1} B_K(s) B_K(s)^* U_K(s)^{-s} ds U_K(t)^*, \quad (23)$$

$t \in \mathbb{R}.$

Assume that $G_K(t)$ is uniformly positive definite, and assume that for each $t \in \mathbb{R}$ the matrix $Z_K(t)$ is non-singular, and $(\det Z_K(\cdot)^{-1}) \neq 0$. So we may consider
\[ A_{\Theta} = \begin{bmatrix} A_K(t) & 0 \\ 0 & -A_K(t)^* \end{bmatrix}, \quad (24) \]

\[ B_{\Theta} = \begin{bmatrix} I - G_K(t)^{-1} Z_K(t)^{-1} G_K(t)^{-1} Z_K(t)^{-1} \\ Z_K(t)^{-1} & -Z_K(t)^{-1} \end{bmatrix} \begin{bmatrix} -G_K(t)^{-1} C_K(t)^* \\ 0 \end{bmatrix} B_K(t), \quad (25) \]

\[ C_{\Theta} = \begin{bmatrix} C_K(t) & 0 \\ 0 & B_K(t)^* \end{bmatrix}, \quad (26) \]

\[ D_{\Theta} = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}, \quad (27) \]

for \( t \in \mathbb{R} \), and let \( \Theta \) be the input–output operator of the system \( \Sigma(\Theta) \), where

\[ \Sigma(\Theta): \begin{cases} \left( \begin{array}{c} \dot{x}(t) \\ y(t) \end{array} \right) = A_{\Theta}(t)x(t) + B_{\Theta}(t)u(t), \\ y(t) = C_{\Theta}(t)x(t) + D_{\Theta}(t)u(t), \end{cases} \quad t \in \mathbb{R}. \quad (28) \]

Using [12, Lemmas 5.2 and 5.3], one can prove that S1–S3 hold. We remark that \( \Theta \) is also invertible. Indeed, we have \( \Theta^* J \Theta = J \) and \( \Theta J \Theta^* = J \) (this follows from Ball, Mikkola and Sasane [2, Theorem 2.1]), so that \( \Theta \) has both a right inverse and a left inverse, and so it is invertible. Hence the Theorem 3.1 applies and we have the following.

**Theorem 6.2.** Let \( K \) be the input–output operator of a forward stable admissible system of the form (21). Suppose that

\[ \sup_{\tau \in \mathbb{R}} \sigma_{l+1}(H_K(\tau)) < 1 < \inf_{\tau \in \mathbb{R}} \sigma_l(H_K(\tau)), \]

where \( H_K(\tau) \) denotes the generalized Hankel operator corresponding to the integral operator \( K \). Let \( \Theta \) be the input–output operator of the system given by (28). Then \( F \in \mathbb{N}^{m \times m} \) is a strictly contractive extension of order \( l \) for \( K \) if and only if \( F = (\Theta_{11}Q + \Theta_{12})(\Theta_{21}Q + \Theta_{22})^{-1} \), for some \( Q \in \mathbb{N}^{m \times m}_+ \) such that \( \|Q\| < 1 \).
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