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Abstract: This paper reviews the arguments for technologytraé e—identity
policies. It uses the recent experience of idgngiblicy in the UK, as well as a
consideration of technological developments, tdirdisiish between two perspectives on
technology neutral policies: legal and technololgicaVhilst the legal perspective on
technology neutrality is intended to provide legattainty, it fails to address discontinuous
technological developments such as zero—knowleggferns and risk based assessments of
identity and attribute claims. These are transfogrthe basis of identity policies and
highlight the challenges of proposing technologytred identity policies in law. The paper
then applies the technological critique of techggloeutrality to review a recent study on
identity, authentication and signature policy ia U.

1. Introduction

For apparently intuitive reasons, many EU reguteti@nd policies in the area of technology and
communications are intended to be “technology réutrThey typically require that “national regubay
authorities take the utmost account of the deditaluf making regulation technology neutral, thatto
say that it neither imposes nor discriminates woéa of the use of a particular type of technolo@gU,
2002 para 18). It is often suggested that thizesause policies should be based on general, tofri
principles rather than instantiations of technology

Focussing on specific technologies carries the tigkk the technology might change rapidly or
become obsolete, rendering the associated regudatieffective and requiring special parliamentary
time to refresh them. For example, just as wiretgulations have had to develop and be redefised a
interception capabilities moved from alligator slipn copper wires to IP packet sniffing (Diffie &
Landau, 2009) so regulations on e—mail interceptibich are based around inspecting SMTP packets
are problematic in situations where browser—baseiolmwail predominates (Whitley & Hosein, 2005) or
lawful access to communications context data islisigependent on what counts as context and what is
effectively content (Escudero-Pascual & Hosein,£00

These experiences from the regulation of technolegpnate with recent social science thinking on
science and technology that questions the extemthich technology can meaningfully be seen as a
distinct area of activity that is separate fromiabactivity (Latour, 1993; Orlikowski, 2010; Suclm,
2007). Instead, these scholars seek to understaodd matter comes to matter” (Barad, 2003;
Orlikowski & Scott, 2008), returning the “missingasses” of technology to the policy debate (Latour,
1992) and taking the specifics of technology sesfip(Martin & Whitley, 2012).

These concerns are particularly important becauiseincreasingly recognised that the technological
itself embodies political choices. Langdon Winsetlassic paper “Do artifacts have politics?” (1980
illustrates this with perhaps the most famous exanige presents being the “extraordinarily low”
overpasses on the parkways on Long Island, New .Yovkinner suggests these were “deliberately
designed” by Robert Moses, “to specifications thatuld discourage the presence of buses on his
parkways” leaving the parkways (and beaches) foeehe “automobile owning whites of ‘upper’ and
‘comfortable middle’ classes” (pp. 123-124). (Altlgh see, Woolgar and Cooper (1999).)

In some cases, political and social choices mayeRglicitly designed into regulations about
technology to encourage or discourage their uptaks.an example, the UK has recently introduced a
“digital by default” policy, the intention of whicks both to provide better services for citizens am
deliver gross annual savings of more than £1.3ohil(Cabinet Office, 2010). Winner's analysis,
however, warns us that some political decisions feyhidden within apparently neutral propositions,
such as the design of parkways. In other caseqadilitical consequences may be entirely autonorbus
individual decision—makers (Winner, 1977) but stdled appropriate oversight. In this context,netai
that a policy is technology neutral and based atageneral principles need to be treated with simpic
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as it might, in fact, reveal precisely the kindspefitics that Winner identified. e—identity pofiés one
such area where claims for technology neutraligyfezquently made.

Recent UK experiences around identity policies Wil used to explore potential limitations of
technology neutral policies. The unique featurethe UK case make explicit a range of technoldgica
assumptions that are hidden in more conventionégss problematic national identity policies (esge
discussion of implicit assumptions in Cormack, 2042d provide a useful basis for evaluating thepeco
and applicability of technology neutral policiesddnighlight a distinctive technological viewpoint this
issue, a viewpoint that extends the existing lelisdourse surrounding technology neutral polici®€be
paper then analyses a recent study on identityaanidentication services (IAS) (IAS Project, 2011b)
from this perspective.

The paper begins by reviewing the recent UK idgntiblicy, starting with the recently abandoned
National Identity Scheme, as legislated for in tbentity Cards Act 2006. It was claimed that the
Identity Cards Act was technology neutral, ‘enafplilegislation that would not restrict the develogmh
of identity policy. However, it will be argued th&ey design choices were hard-coded into the
legislation. The UK Coalition Government’s alteima Identity Assurance programme will then be
briefly presented to illustrate how many similaatppcan be achieved in very different ways. Theepa
next reviews the legal arguments used to suppatindogy neutral policy based around general,
context—free principles. This is followed by teological consideration of the same issue includioge
recent examples of technology—based innovationsofifer privacy—friendly identity solutions that amt
fit within the existing general principles of e—idity policy. The paper then uses this perspective
assess critically the 1AS proposals before endiitg & discussion of the implications of this pergpe
on e—identity policy more generally.

2. The UK Identity Cards Act: Enabling legislation or wiring in design choices?

In 2005, the Labour Government presented plansttoduce identity cards to the UK for the first &m
since the Second World War (Agar, 2005). The Netiddentity Scheme (“the Scheme”) would include
the use biometrics and would be based on a cesgcalNational Identity Register (“the Register”)
containing the identity details of all UK citizeaad residents as well as an audit trail detailifigmever
identity claims were verified against the Registai/hilst this audit trail would be useful to citize
seeking to query particular transactions, it alpereed up the possibility of surreptitious surveitla of
citizens by state agencies (e.g. Lyon, 2009).

To support the Scheme, the government introducedapy legislation in the form of the Identity
Cards Bill, which, after a controversial passageufjh Parliament (see Whitley & Hosein, 2010a)
became law in 2006 (Wadham et al., 2006).

Throughout the Parliamentary debate about the l&gia Home Office Ministers repeatedly
emphasized the fact that the Bill was ‘enablingdiegion’ that would “allow” a National Identity Syem
based on identity cards to be introduced. As altghey stated that there was “much still to loaelin
terms of detail, regulations and all the other @ets’ [Tony McNulty, 28 June 2005 : Column 1253].

Many of the details of the Scheme were not includedhe Act, with these details being left to
secondary legislation and statutory instrumentie @ise of secondary legislation is not withoutitscs
as, in practice, the debates about them are ofierypattended and so effective scrutiny of theadetof
the Scheme could be limited, raising the prospeethat Conservative MP Edward Garnier described as
“legislation by statutory instrument” [18 Octobed@ : Column 804].

The absence of such important technological detaifenabling legislation” makes it particularly
difficult for Parliament “to scrutinise the propakseneasures effectively” (Constitution CommitteeQ20
Recommendation Paragraph 474).

Regardless of these practical considerations, dntheo main arguments in favour of “enabling
legislation” is that it allows for a “technology uteal” policy as “it may be counter—productive tdjust
current regulation incrementally” (Lusoli & Compaf#010). Rather than specifying in legislation wha
technological measures might need to be put inepldis form of legislation allows for these detdd be
added at a later stage, such as during the proeurtgmnocess.

Nevertheless, achieving the appropriate level ofspecific detail can be problematic. For example,
the final version of the Act states that an indindtimay be required to allow “his fingerprints, asttier
biometric information about himself, to be takew @acorded” thus both leaving some details to luedd

135



E. Whitle

at the procurement stage (will face and iris bioiogtbe used?) whilst also specifying that fingerpr
biometrics will be used by the Scheme.

The Act further confuses the distinction betweerhtmlogy neutral legislation and legislation with
specific design implications in the role of the Bégr. Thus, whilst the Act does not completelgafy
all of the biometrics to be stored by Governmerdpes specify that the Secretary of State “esthldind
maintain a register of individuals” (s.1(2)) thaicludes “information about occasions on which
information recorded about him in the Register lbesn provided to any person” (s.1(5)(i)) (i.e. auelit
trail mentioned above). Schedule 1 (6) of the &lsb specifies other audit details that are reabiate
the Register.

This is a very detailed (political) design spedfion for the Scheme and its operation. Whilst
nominally neutral about the technology it actuafttyplies a very particular way in which the Scheme
would be used in practice—one that enhances thesoef the state and downplays the rights of pgivac
for citizens. For example, it strongly suggesentity verification based on a centralising apphote
identity management that involves verifying detaslsch as biometrics against those stored on the
Register when confirming someone’s identity. Tpiscess would also involve creating an associated
audit trail record.

In contrast, the legislation appears to rule outnfd use of identity verification simply againstaiés
held on the card, with no audit trail record crdat@he reasons for this design decision have ngsen
disclosed however an internal “benefits overviewtdment (Home Office, 2005) noted that the Scheme
(and particularly, the centralised database ofdipgint biometrics stored on the Register) woulgrove
the ability of police to detect crime by “increagitine likelihood of matching marks from scenesrahe.
There are currently 900,000 outstanding crime soagudks on police databases”. This point was regkat
by then Prime Minister Tony Blair in a newspapeicé (Blair, 2006) suggesting that such secondary
uses of the identity database may well have befeialfy sanctioned.

The government’s proposals for identity cards pdote be unpopular with fewer than 15,000 cards
issued by 2010. Indeed, much of the media coveohdbe Scheme was very critical of the proposals
(Pieri, 2009; Whitley, 2009) and, following the eal Election in May 2010 (when only the Labour
Party was still supporting the proposals (WhitleyH®sein, 2010c)), the new Coalition Government
scrapped the whole scheme, physically destroyiegMNhational Identity Register and introducing the
Identity Documents Act (2010) that repealed thentitie Cards Act.

The challenge of effective identity policies, fotaenple for accessing government services onlintk, di
not disappear with the election of a new governnaent since May 2010 the UK Cabinet Office has been
developing identity assurance (IdA) policies. Aag by Sir James Crosby for then Chancellor Gordon
Brown provided a useful distinction between idgntihanagement and identity assurance whereby
‘identity management’ suggests data sharing anabadate consolidation, concepts which principallyeser
the interests of the owner of the database, fompla the Government or the banks whereas ‘identity
assurance’ is a consumer—led concept, a processnthats an important consumer need without
necessarily providing any spin—off benefits to thener of any database (Sir James Crosby, 2008).

The IdA programme embodies its own political asstiomg, not least the realpolitik that any UK
identity policy must now align with the policy contments of supporting privacy and citizen
empowerment that formed the basis of the electianifestos of both coalition partners. In particula
means that the UK identity policy will not be basmdund a government held register of identities. (i
the National Identity Register by another name (8gu2012)). Instead, the provision of identity
assurance services has been moved entirely torivete sector, through commercial identity proviler
such as the Post Office, banks, mobile phone pessjdetc. Government departments then become
consumers of these identity services (via a disteith hub that enhances privacy by explicitly bragki
the link between the identity provider and the goweent service). In addition, because the goventime
is keen to develop a thriving marketplace of idgrnroviders, it has told industry that it will nehter the
market place itself.

Although the private sector will be providing thikentity assurance services, the government provides
oversight of the overall process. For exampleai issued a series of “Good practice guides”dbeil
the requirements for the secure delivery of onpublic services, for authentication credentials trel
means of validating and verifying the identity of andividual in support of online services (Cabinet
Office, 2012).

The particular configuration of the UK’s identityssurance programme reveals a series of
technological assumptions that are often implinitother countries’ identity policies, where thetsta

plays a key role as an identity provider. In tasfiguration, the state is no longer an identityvider—
136



On technology neutral policies fo-identity: A critical reflection based on UK idemtipolicy

instead it becomes an attribute verifier for impatf state—based attributes such as citizenship,
entittement to social security benefits, etc. As tonsumer of identity services that require mimim
security levels, the state specifies the requiréséimat identity providers must meet in order to be
qualified to provide those identity services (Cai®ffice, 2012). In so doing, it makes explidiet
considerations of ‘trust’ that previously existedr (didn't exist) between different government
departments and the data they provided when “theefonent” was itself the identity provider (Lips,
2012; Wilton, 2012).

3. The legal view of technology neutral policies

A recent paper by Koops (2006) provides a usefuiere of many of the legal arguments put forward for
using technology neutral policies “as a startingnfio Koops' analysis starts with the classic cerrc
that technology specific regulation might rapidgcbme out of date or obsolete (Bennett Moses, 2011)
He also notes that at times of technological “tiebhae” legal certainty is a reasonable desire of
regulators and industry. Using the example ofilre-kkates (are skaters ‘pedestrians’ or ‘cyc®tde
highlights the challenge of defining categories dhed need to be able to revise categories as new
technologies emerge (Bowker & Star, 1999; Marcl®991]1 Whitley et al., 1989).

Koops then provides a series of different categooiewhat is meant by technology neutral policies.
The first of these is whether the policy shouldhketral in terms of how it is formulated or in terof its
effect, with most cases focussing on technologyrakaffects that might feed back to technologytredu
formulations. Reed (2007) describes thisemfinology indifferencand gives the example of copyright
law applying whether a copyrighted work was comroatéd by e—mail or by semaphore flags. There are
also clear parallels here with regards to ongoiglgates around network neutrality and associatedqyi
concerns (Cooper, 2011; Ohm, 2010b).

A variation of this concern about the purpose ohtwlogy regulation argues that what holds off-line
should also hold on-line—paraphrased by Reed (288ifjplementation neutralit§i.e. the regulation
should be neutral about whether the process iseimghted via digital technology or not). This is
perhaps most clearly seen in regulations aboutiritreduction of e-signatures which are explicitly
intended to ‘neutralise’ the organisational choletween e—signatures and wet—ink signatures. e—
signatures appear frequently in legal discussidrisahnology neutral policies (Ali, 2009; Koops,(&)
Reed, 2007).

In terms of the consequences of regulation, anatheation of technology neutrality (and one which
features heavily in debates about network neuwgaiét that regulation should not discriminagainst
certain technologies, but should also not hinderdévelopmentf particular technologies. Reed (2007)
calls thispotential neutrality In this latter sense, Zittrain's arguments algererativity (Zittrain, 2008)
are particularly relevant.

A third theme in Koops’ classification focuses eshnology neutrality as a legislative technique tha
allows laws to be sufficiently sustainable in orderprovide certainty but also explicit about which
technologies they are intended to cover (and whythat whenever there are fundamental changesto th
technology it is possible to trigger a revisiorthie law.

Variations of this approach include the use of tdimg’ legislation and secondary legislation /
statutory instruments to present and update thailslaif the legislation as was the case for the UK
Identity Cards Act.

4. A technological view of technology neutral polies

Reed (2007), among others, notes thatential neutralitymight be undermined by changing business
models associated with the use of new technolodieghis context, he discusses the problems féged
e—money initiatives given that the associated Ete@ive defines electronic money as value which is
“stored on an electronic device” nothing that tfsigs to differentiate between the payment and itred
activities that e—-money could facilitate. Nevel#iss, he claims that it is possible to “futurepfoof
regulations so that “these laws are still capalblepplying in spite of the changes in technolog&éd,
2007 p. 276). Arguably this view carries an impliessentialist assumption that there are particula
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attributes of a technology that are “essentialdbieve the legal results that the regulator is agfor”
(Reed, 2007 p. 276).

Such essentialist perspectives on technology (@rivMoolgar, 1997) have been called into question
in a range of cases (e.g. Cadili & Whitley, 200%)ene, time and again, it is the specifics of the
technology that are significant, not generalisalld generalised principles or attributes.

Data protection laws are frequently cited as asttasxample of technology neutral policies that are
based on such essential principles. National gatéection laws in Europe, such as the UK’s Data
Protection Act (1998), are local transpositionstef EU Data Protection Directive 95/46/EC. This is
itself based on a series of earlier best practigdaines that were frequently presented in terina o
series of ‘principles’ of data protection.

In the early 1970s “Fair Information Practices” egesl from a report published by the U.S.
Department of Health, Education and Welfare (U.®p&tment of Health Education and Welfare
(HEW), 1973). These principles are technology—eaelent procedural guarantees which attempt to
balance the rights of individuals with those ofagations.

The HEW Fair Information Practices were developather in a document produced by the OECD in
1980 (OECD, 1980). The document was explicitlyigiesd as a response to the “development of
automatic data processing, which enables vast iigsndvf data to be transmitted within seconds s&ro
national frontiers, and indeed across continentaf was presented in terms of “a consensus on basic
principles which can be built into existing natiblegislation, or serve as a basis for legislaiiothose
countries which do not yet have it".

Within Europe similar considerations gave rise ke tintroduction of the Council of Europe
Convention of 1981 that provided, in turn, the itysefor the first UK Data Protection Act in 1984
decade later, the EU revised its stance on dataqiron with a new directive (EU, 1995) and hasalso
again with proposals to replace the data proteativective with a new regulation (EU, 2012a; EU,
2012b).

The UK'’s Information Commissioner’s Office (ICO)gsents the UK Data Protection Act in terms of
eight Data Protection Principles (Information Corssmner's Office, 2011) and a recent technicalntepo
on the Data Protection Directive sponsored by B Inoted that one of the main strengths of the
directive was the fact that it was “flexible due #&o principles—based framework” and that it was
“technology neutral”, making “no reference to sfiieciechnologies” and that its “concept of personal
data was broad enough to be technologically néyfRalbinson et al., 2009 p. 22).

Nevertheless, recent opinions by the EU Article\E8rking Party call into question the ongoing
usefulness of the technology neutral principleseulyihg the directive. For example, online sersitike
social networking sites such as Facebook call iutestion the distinction between data controlledt an
data processor (Article 29 Data protection workpagty, 2010). In the mainframe era, when the data
protection principles were first formulated, teclogical considerations meant that the distincticaisw
clear. However, as the Working Party notes:

Social network service providers provide online camication platforms which enable
individuals to publish and exchange information hwitther users. These service
providers are data controllers, since they detegrbioth the purposes and the means of
the processing of such information. The usersuchsnetworks, uploading personal
data also of third parties, would qualify as colims provided that their activities are
not subject to the so—called ‘household except{énticle 29 Data protection working
party, 2010 p. 23).

Other concerns have been raised by the Working/ Rdrén exploring what should be considered to
be ‘personal data’, particularly in relation to sBeengines and their retention of IP addressetc{&r29
Data protection working party, 2008), see also (fleun, 200) and questions of re—identification more
generally (Narayanan & Shmatikov, 2010; O'Hard.e2811; Ohm, 2010a).

Whilst it is possible to categorise these changeteims of the evolution of underlying business
models, there are also technological developméras groduce a much sharper discontinuity from the
existing ways of doing things. A number of suchcdintinuities can be found in the area of e—idgntit
and are discussed more fully in the next section.
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5. Technology specific alternatives for e—identity

The argument for general principles underlying tetbgy neutral policies presumes a linear innovatio
path (or a Kuhnian “normal science”) where techgalal developments refine and enhance existing
technologies. In the case of identity related nedbgies, this assumption of linearity is no longalid.
Work in cryptographic areas by researchers suchtefan Brands (Brands, 2000) and others (Auerbach,
2004; Deswarte & Gambs, 2009; Engberg, 2004) offidfsihnian paradigm shift in terms of our thinking
about identity. As privacy policy expert CaspamBien notes, “Since about 1997 we have known that a
viable solution is mathematically (really) anonyrmocredentials, transacted over onion routing, and
fleshed out in projects such a PRIME. All thesensections can be done mathematically privately and
even audit and performance statistics can be ¢etegperfectly) privately. Indeed, this is pretyserhat
cryptographic and privacy engineering was inverftad and without it ‘trusted’ parties unnecessarily
collect log data which can track a whole natioa imansactional surveillance grid”.

Some, such as privacy and security expert Stepmaybdfg (2011), suggest that the use of these
cryptographic techniques can transform modern sgcienabling individual citizens to reassert
meaningful control over their personal data, effecta sophisticated form of informational self—
determination (cf Hornung & Schnabel, 2009). Irgkerg’s view, liberal democracy in the digital age
“will depend on digital structures that by defaate not able to distinguish (end—to—end acrossgs@s)
between two transactions by the same person /@ewid two transactions by two different entities”.

Whilst there are practical questions to be addcegsdaransforming existing identity infrastructures
and services to operate in this way (most publivises still use “names” as important (secondary)
identifiers for the citizens they interact with,theast because that simplifies the customer egpeei in
case of problems with the transaction), arguaktgchnologically sophisticated country like the Ukhd
particularly one without legacy centralised idgnsistems to integrate with) should be looking farslv
to technologically sophisticated, citizen—centrigstems rather than relying on “rear—view mirror”
perspectives that, intentionally or not, incorpertchnologically unnecessary surveillance capadsli

Even without moving to the sophistication of systesuch as these, there are other forms of
technological innovations that do not sit well witte ‘general principles’ of identity managemeifior
example, biometric technologies are widely consdeo be essential components of secure, robust and
dependable identity assurance, especially in tadayerlinked digital economy where passwords and
PINs no longer suffice as a strong means of ugkeatication.

However, thinking of biometrics in technology nelitterms (“a means of identifying someone”)
rather than a means of linking claims to a persas d number of risks, not least in terms of bioimetr
failures.

In her recent book, Shoshana Magnet (2011) revibersrery real ways in which biometric systems
can fail. These failures are “failures to meetibagandards of objectivity and neutrality in their
application, and the failure to adequately conceaifghe human subjects and identities that arer thei
purported objects” (p. 2). That is, “these newntifecation technologies suffer from ‘demographic
failures’, in which they reliably fail to identifparticular segments of the population. That igrev
though they are sold as able to target marketssaliproducts to people specifically identified the
basis of their gender and race identities, insthade technologies regularly overtarget, fail teniify
and exclude particular communities” (p. 5).

She notes that “biometric technologies that relyemoneous assumptions about the biological nature
of race, gender, and sexuality produce unbiomebié bodies, resulting in individuals who are ddnie
their basic human rights to mobility, employmenid and housing” (p. 151).

Another risk associated with an uncritical accepgaof biometrics in technologically neutral termas i
that of closing down opportunities for innovationpportunities which companies such as Touch2id
have been exploring.

Touch2id is a private organisation (http://www.tbRi.co.uk) that has been operating its biometric
age-—verification scheme in Wiltshire, UK since JayR010 in partnership with Wiltshire Council, NHS
PCT, Police, Licensing Authority and Trading Stami$eofficials.

Touch2id seeks to use the principles of data miation and minimal disclosure to use biometric
data in a privacy—friendly and effective manneme3e principles call for systems that store anéakv
the minimum amount of personal data for the trath@a@t hand. It provides a proof—of-age card, NFC
service or mobile phone ‘sticker’ for 18-25 yeatlothat uses a single fingerprint sensor instead of
picture to confirm the claim that a person is 18wer. It does not need to store personal deliais
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name, date—of—birth, gender or address, operaewfra central database and does not capturet@ned s
a fingerprint at enrolment or during authentication

Diversifying from biometric—-based access contrategns, Touch2id was set up in 2008 to develop a
unique, database—free solution for proof-of-agegHerUK. The technology harnesses the latest multi
spectral fingerprint sensors which can read thgefiprint from below the epidermis (overcoming tygbic
performance failures in the field due to dirty @nthged fingerprints) and the emerging use of ctietac
smart—card technology, such as London’s Oyster ead NFC—enabled smart phones. The unique
aspect of the technology, which has been develapethe UK with overseas OEM partners, is a
database—free application that stores only a unapae created from the fingerprint, using a process
known as minutiae mapping. That is, the fingenpitself is never captured and the approach thegefo
minimises the risks of unrevokable biometrics (Ratha et al., 2007).

Having enrolled with Touch2id (which involves geaiing the unique fingerprint code and storing it
on the credential alongside a verified date—ofhbamd other system information), the young person i
free to use this credential to prove their age.r &mample, when entering a bar, they present their
credential to a reader device and present thegefiprint on the reader, where a second code isggete
from the presented fingerprint. If the codes matot the date—of—birth stored on the chip confitiasg
the person is over—18 on that day, a green ligishfts and sound is generated confirming that trsope
is over—18.

Touch2id therefore provides a form of zero—knowkeggoof for the claim that an individual is over
18. It does so without revealing anything othemtlthe veracity of that claim. The bar owner clivegk
whether someone is over 18 can do so with a sefftdevel of assurance in this claim (the date—ofkb
has been verified and the person presenting thadential is the person that it was issued to) withou
having (or needing) to know the individual's namegldress, gender or date—of-birth and without
generating an archival record of who visited whietns when.

Both Touch2id and the cryptographic approachesinmatl above raise serious questions about the
notion of technology neutral e—identity policieBhey offer zero—knowledge proofs and are not based
databases or transactional surveillance grids. I8tytof course, these technologies could be predent
using their own technology neutral vocabulary, firgda form of general principles that incorporatesh
these technologies and the existing identity mamage techniques found in the marketplace at present
would be difficult.

6. From identifiability to levels of assurance

In parallel to the development of innovative tedbgges, another theme that is being adopted irtke

as elsewhere is an explicit move from the ideapefifect identifiability’ to a risk—based perspeetiv
based on required levels of assurance. Just abathewner does not need to know the name of the
customer only— whether they are over 18—in manyesa®—called identification claims are actually
authentication claims (Whitley & Hosein, 2010b)hat is, arelying partyin the interaction must be able
to assess the likelihood that the person theyrdegdcting with legitimately has the attributesytiotaim
(Cabinet Office, 2012). As in the case of Touch#is attribute might be a claim to be over 18being
allergic to penicillin or, for online interactiona,'real person’ to move past ‘captcha’ screens.

Some of these claims might be self-asserted (sachllergies, or avatar name), others might be
backed by a level of assurance provided by a cowialedentity provider (a credit reference agency
might provide support for claims of credit worth&sg whilst others might require particularly higlvéls
of assurance, for example, claims that a persandK citizen and hence entitled to a British passpy
has no criminal record history and is thereforgikle to work with vulnerable people.

Such a risk—-based perspective, if followed throdggically and taking advantage of recent
developments in computational computer sciencecayptography, potentially removes the need to use
identities for many transactions at all. For exEmpayments to an online store are currently based
around the customer sending their bank detailsathdr personal data to the store (which acts as the
relying party for the financial part of the transan; symmetrically, the customer is also a relypagty
in terms of the claim that the store will deliveetpurchased goods or services). However, logicall
that is required is for the online store to receimeassertion (or guarantee) from the customerik Haat
the bank will cover the claimed payment (once, tflat amount at (around) that time / date). If the
customer makes another online transaction to aréift store, a new one—off guarantee would be dssue
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to this new relying party by the bank. Each onktere is able to process the payment securelyowith
ever needing to know who the customer was and witlitee need to receive, and store securely, the
customer’s data. A public demonstration of thipatality is available at: (Trusted Attribute Aggegpn
Service Demonstration, 2011).

This perspective, informed by recent developmentsechnology raise important concerns about
arguments for technology neutral policies basedgeneral principles. The next section uses this
perspective to review recent proposals on ideptiticies for the EU.

7. A study on identification, authentication and gynature (IAS) policy

Recent work financed by the European Commissiodiestuthe feasibility of a comprehensive EU legal
framework that would apply to electronic assertinaeded to secure electronic transactions as witiea
ancillary services needed to use them: electrodentification, authentication, signature, seals and
certified delivery. The objective would be to fiate the smooth working of electronic transacsiom

the internal market (IAS Project, 2011b).

The draft of the first IAS deliverable echoes thé'€Digital Agenda (EU, 2010) by explicitly stating
that “the policy goals that an IAS approach shadder, including such aspects as the enabling ef th
internal markettechnological neutralityand legal reliability” (IAS Project, 2011a emplsaadded).

The study makes many useful recommendations, phatlg around the challenges of electronic
signatures for the internal market (where the qoestf being technology neutral between paper and
electronic signatures across national boundariesrbes significant). However, there are a number of
elements where the attempts to be ‘technology akfitom a legal perspective undermine the bengfits
the proposals from a technological one.

Given Engberg’s assertion that it should be possibldesign systems that are unable to distinguish
between two transactions by the same person /@awvid two transactions by two different entitieanm
of the claims about uniqueness and identifiabititade in the IAS study bear further scrutiny. For
example, when discussing Electronic Identity Esshiphent the report argues that enrolment “relates
those (identity) attributes to a primary key (elentc identity primary key, i.e. an identifier casting in
itself aUnique Identity for later retrieval”. It continues: “There isptigally a repository or databasthat
may be centralised or decentralised in nature” (A®ject, 2011a p. 23 emphasis added). As noted
above, no such repository or database should b#edeeor should it be necessary (or even desirable)
try to identify or define a ‘unique identity’.

This focus on unique identification also affect® ttescription of biometrics, where the report
presents the wish that: “in the ideal world themuld be a technology providing some inimitable wieiq
identity (IUI) to every natural person”. This Iulould have the properties of being “a Unique |dgrif
the entity it is related to; 100% unique to thatitgn derived from biometric properties with 100%
reliability for a lifetime; be as short as possib{@AS Project, 2011a p. 25). Empirical studies of
biometrics have shown how dependent they are onsafls of contextual factors, including the
technology used to capture the biometric image (Bovet al., 2009; Magnet, 2011). In addition there
are important conceptual questions about what @migss means in any particular context (Cole, 2009).
Moreover, as the UK Ildentity Assurance Programnmash it is possible (through the use of required
levels of assurance) to allow individuals to useltiple credentials, from multiple identity assuranc
providers with different levels of assurance rattien requiring the system to fixate on some iratvig
unigue identity that is used for all identity reldttransactions regardless of the required level of
assurance.

The report states that “the current state—of-theesaar certainly rely on the concept of Unique lignt
... while trying to evolve towards Inimitable Uniqldentity in the future”. The intention is to linkis
unique identity, through a one—way function, tor@duie Identity Derivation “a special type of el@srtic
identity primary key as named above, i.e. a spesiajue identifier consisting in itself a Uniquestdity
of the entity it is related to” (IAS Project, 201pa25).

Moreover, even this disguised identity derivatisnaccording to the study, intended to be used by
Identity Attribute Assertion Providers who assigtentity attributes to persons in a way that would
“ideally be 100% in the context of an official Gomenental identification scheme but may vary between
different levels in more relaxed market or busingssocial application domains” (IAS Project, 20¥la
26).
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Achieving close to 100% certainty in a unique idtgris always a costly process, particularly beeaus
of the opportunities for fraud that are openedfigmiunique identity is incorrectly assigned. Moreq in
addition to the removal of a technological need X¥60% identifiability, a risk—based perspectiveoals
reduces the emphasis on 100% certainty, insteadenwce provider (whether public or private sector
needs to assess the level of assurance it redrorasan identity provider and these will clearlyrydrom
context to context (Cabinet Office, 2012).

For example, the report gives a number of use oabege entity authentication is seen as “a process
of establishing an acceptable level of assuranataltlaimeddentityis genuine” (IAS Project, 2011a p.
28). However, many of the use cases do not dgtreduire identity, only support for the claimsirmgp
made. That is, many are transactions that couidydze achieved through a form of pseudonymitheat
than identity. These are transactions where thgnre party does not need to know ‘who’ they are
dealing with, only that they have the requiredilatiies—sed=rror! Reference source not found.for an
analysis of these use cases.

Table 1 Identification Use Cases (IASrject 2011a, pp.28-29
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In many of the use cases, pseudonymous transadimses] on attributes are feasible and possibly
desirable. These transactions are not truly anomgmrather they are cases where the pseudonyiity o
the transaction is maintained by the identity pdevithat is supporting the claims. That is, if bank
knows that | am credit worthy then it should beeatd support my claim to make be able to make
purchases online (for example by issuing me withealit card for online purchases), even if theirgly
party sees my (pseudonymous) name (“Mickey Mousather than my real name. If a transaction is
believed to be fraudulent, it may become necessarpreak the pseudonymisation and the identity
provider will be able to do this, on presentatiéa guitably authorised ‘search’ warrant.

Another example given in the study is where sorétlvorks or other service providers are used to
support attribute assertions and the example oblailemphone number and a phone bill is used totifyen
and authenticate a person applying for a bank lo@mce again, this example confuses two things,
identifying the person and supporting their suitgbifor credit. Whilst mobile phone SIM cards are
regulated in some countries (i.e. they can onlysb&d on presentation of official identification
documents) in others there is no such restrictimdeed, it is possible to buy SIM cards in UK airg
(both airside and terminal side) from automatipdissers, for cash.

The discussion of e—signature types again reveate sechnological assumptions, which originate in
the previous e-—signatures directive (EU, 1999). tHa original directive, an ‘advanced electronic
signature’ means an electronic signature whictsBasi various requirements, such as being uniquely
linked to the signatory and is created using mehasthe signatory can maintain under his soleroant
However it also states that an ‘advanced electrsigicature’ “(b) is capable of identifying the sigary”.

As the discussion of technological developmentsgmeed above has shown, it is now possible to
implement functionality which addresses all theuieements of advanced electronic signatures an@ mor
but which either are capable of pseudonymously tifjémg the signatory or which do not need to
identify the signatory at all to maintain theirlilyi. As such, simply restating this particulaguerement
highlights the technological dangers of ‘technologytral’ policies.

8. Concluding discussion

The examples presented in the paper suggest thantfualified support for technology neutral polioy
e—identity needs to be reconsidered. Developmartechnology as well as innovative business models
that are explicitly designed to be privacy—friendigve the potential to reshape the very form of e—
identity policy. As such, the ‘general principlasiderlying e—identity have been subject to a pgrad
shift and it is difficult to reconcile the new pciples of e-identity with those found in earlier
technologies. Whilst it is possible to formulaangeneral principles, a more straightforward respo
might be to recognise that general principles chnelogy neutral policies should be restrictedamg a
starting point rather than a desirable end poifthat is, in line with Koops’potential neutrality
technology specific regulations should be reviewegularly to ensure that they are not unnecessarily
distorting the market and innovation opportunitigssupporting or restricting particular developnsent
(Bennett Moses, 2011).

It also suggests that technology neutrality is aosimple binary choice—these regulations are
technology neutral / those are not. Instead, t@ogy neutrality might end up being more a questibn
degree.

A related concern with technologically neutral pglin practice is that it shifts detailed, techrgple
specific decisions to secondary legislation, statutnstruments and their equivalents. Although, i
principle, such mechanisms are entirely appropriat@ractice they face far less parliamentary thoyu
even though they may have far greater practicallid@ions. This unintended consequence of the
neutrality argument, where detailed consideratimmes made by unnamed technocrats and civil servants
rather than the elected legislature, is inherepthblematic and open to abuse. Similar problersear
when these issues are transferred to internatgtaatiards bodies that claim to act on behalf dfesis.

Technology neutral policies also raise significaohcerns for techno-legal integration across EU
member states. The certainty about legal and teghimteroperability can only be achieved by being
specific about technology and regulations. Faitmgo so might achieve political agreement busrile
risk of low levels of take—up and adoption.
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By removing the state from being an identity previdthe UK experience brings to the forefront
questions of liability that might remain implicitthe state is intimately involved in both the isguand
use of identity credentials.

The technology alternatives presented in this pagrer particularly amenable to user—centric
considerations. Rather than being restricted ®ingle identity provider (the state), UK citizens a
intended to be able to take more control over thgEntity credentials, organising them in ways viahic
support their own needs rather than those of tite.st~or example, a citizen may choose to use sm@e
credential for work—related activities, another family and household identity claims, a third foeir
hobbies etc. Moreover, the technologies discusdexye allow for various forms of anonymous (e.g.
Touch2id) and pseudonymous actions. These wileHanock—on effects on legal models (and liability),
particularly in the case of zero—knowledge proof$vhat underlying law should apply if a zero—
knowledge proof is used? Who is liable in casediggute?

Koops ends his review by asking four questions wharking of using technology neutral regulation
“as a starting point”: What is the goal of the riagion? Is it desirable to control technology? awvlevel
of legal certainty is required? And how urgenthis heed for regulation?

In the context of e—identity policies it is cledat the goal of regulation should not be to provide
equivalence between online and offline worlds. eledi, as was shown in the paper, recent technologica
developments offer the opportunity for enhancinigaamry whilst supporting identity claims in ways tha
have no meaningful equivalence in offline worlds.

The role of a market of identity providers in th& [drogramme highlights the tension between the
need to control, at one level, both the companias the services they provide, while explicitly not
restricting new, innovative companies from enterthg market place. The associated level of legal
certainty is therefore provided by the accreditatsthemes associated with becoming an authorised
identity provider that can provide identity sensde public service providers.

What each of these examples has shown is thatditi@uto legal concerns about the applicability of
technology neutral policies there are increasinghportant technological concerns that limit this
applicability. If e-identity, and similar techngjically sophisticated services, are to succeed &eal rio
reflect critically on the assumption that technglogutral policies are the most effective way famva
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