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Some Economics of ‘Dangerous’ Climate Change: Refi#ons on the

Sern Review

Abstract

TheStern Review on the Economics of Climate Chaogeluded that there can be “no doubt” the
economic risks of business-as-usual climate changévery severe” (Stern, 2006, p188). The total
cost of climate change was estimated to be equitvedea one-off, permanent 5-20% loss in global
mean per-capita consumption today. And the margiadage cost of a tonne of carbon emitted today
was estimated to be around $312 (p344). Both cktlestimates are higher than most reported in the
previous literature. Subsequently, a number ofoerés have appeared, arguing that discountingpis th
principal explanation for this discrepancy. Discumis important, but in this paper we emphadisé t
how one approaches the economics of risk and wieBrt and how one attempts to model the very
closely related issue of low-probability/high-damaagcenarios (which we connect to the recent
discussion of ‘dangerous’ climate change), caneng@ist as much. We demonstrate these arguments
empirically, using the same models applied in $tern ReviewTogether, the issues of risk and
uncertainty on the one hand, and ‘dangerous’ ckrmbhainge on the other, raise very strongly question
about the limits of a welfare-economic approachemghhe loss of natural capital might be irreveesib
and impossible to compensate. Thus we also ctiticaflect on the state-of-the-art in integrated
assessment modelling. There will always be an iatperto carry out integrated assessment modelling,
bringing together scientific ‘fact’ and value judgent systematically. But we agree with those
cautioning against a literal interpretation of euwtrestimates. Ironically, tHétern Revievis one of
those voices. A fixation with cost-benefit analysigsses the point that arguments for stabilisation

should, and are, built on broader foundations.
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1. Introduction

TheStern Review on the Economics of Climate Chaogeluded that there can be “no doubt” the
economic risks of business-as-usual (BAU) climainge are “very severe” (Stern, 2006, p188). The
total cost of climate change was estimated to béevatgntto a one-off, permanent 5-20% loss in global
mean per-capita consumption today. And the margiadage cost of a tonne of carbon emitted today
was estimated to be around $312 (p344). Theseatstnare high in relation to the previous literatur
as commentaries on tReviewhave already pointed out (e.g. Nordhaus, 2006amdlYohe, 2007).
For instance, in his review of estimates of thegma damage cost of a tonne of carbon emitted
approximately today, Tol (2005) finds that the meatimate from the wider literature — peer-reviewed
and otherwise — is $122/tC, while considering dahly peer-reviewed literature it is $43/tC. Indeed,
since the first wave of cost-benefit analyses (CBAS$ climate policy in the early-mid 1990s (e.g.
Cline, 1992; Fankhauser, 1995; Maddison, 1995; Mahal, 1995; Nordhaus, 1991, 1994a; Peck and
Teisberg, 1992; Plambeck and Hope, 1996; Tol, 198@%t have yielded low estimates of the cost of
climate change and recommended modest optimallgpesa gas (GHG) emission reductions (with the

notable exception of Cline, 1992).

Of course, the conclusions of this wider literattig/e been subject to criticism. Of the many
arguments made, we will engage with two in thisgpaphe first is that most CBA studies are limited
to a relatively narrow set of the most measurabipaicts, which turn out to be (not entirely by
coincidence) marginal to future economic developmiEmey are particularly weak at representing the
potential that does seem to exist for costs tolasceapidly at high levels of global warming. Thas
linked with a technical economic concern, namelgt tthe most aggregated cost-benefit models
implicitly assume perfect substitutability betwewtural capital and other forms of capital (hightep

by Neumayer, 1999). But climate damage could, arggied, deplete and degrade so-called ‘critical’
natural capital, which is essential for human depelent and the loss of which can neither be rederse
nor be compensated by increasing production anducoption of other goods and services. In this
paper, we connect these concerns to recent disogssibout ‘dangerous’ climate change (see
Schellnhubeet al, 2006). The second is that CBA studies inadetyusgpresent the uncertainty that
surrounds the impacts of climate change (e.g. AZ898; Roughgarden and Schneider, 1999; various
contributions tcClimatic Change56(3)). These two criticisms are related, since onéefarincipal
sources of uncertainty is that surrounding thelilik®d of catastrophic climate damages and the

economic consequences of high levels of warmingergenerally.

2 \We use the term CBA quite loosely in this papetapture any studies, which estimate the monewsis®f climate
change/benefits of climate-change mitigation, thets and benefits of mitigation together, or ottlesely related
issues.



There are other criticisms. Traditionally, muclilod focus has been on high discount rates (e.g. Aza
and Sterner, 1996; Broome, 1992; Cline, 1992). Weat devote this paper to discounting, since it is
well known that the monetary cost of future climabkange is highly sensitive to it (most recently
demonstrated by Guet al, 2006). However, we will estimate the sensitivafythe Stern Review
calculations to increases in the components ofdloeal or consumption discount rate, in order tb pu
other factors in context. A further set of crititis has been levelled at the welfarist ethical fraork
underpinning CBA. Along this line of reasoningnialy be unethical to impose environmental damage
on future generations, as compensation by wayooéased consumption of non-environmental goods
is inadequate in principle (e.g. Barry, 1991; SpaS84). This also amounts to postulating thatnaatu
resources are non-substitutable, but oa priori basis. Legitimate as alternative ethical frameworks

are, in this paper we adopt an avowedly welfamsspective.

The primary purpose of this paper is to show thaStern Review'sstimates depend heavily on its
relatively comprehensive treatment of risk and wiagety on the one hand, and on its attempts to
represent low-probability/high-impact damage sdesamn the other. Moving from the least to the most
encompassing modelling approaches in these respe&tss a very substantial difference to the overall
estimate of climate damage. Moreover, this diffeesis of a comparable magnitude to the differences
caused by alternative discounting assumptions, thélobvious and important proviso that, in most of
this analysis as in most others, a high (utilitigcdunt rate renders largely irrelevant in preseie
terms any serious consequences of climate chande iiar-off future. That is to say, a low (utility
discount rate is almost always needed for uncertiEngerous climate change in the far-off future to

matter®

In section two, we discuss in more detail how CBAlges can model ‘dangerous’ climate change. We
also survey concerns about how CBA studies trelatamd uncertainty. This inevitably means that we
must mention discounting, since the estimatioroafad welfare losses due to climate change usually
involves the application of the same utility fulectito the distribution of consumption across time,
space and risks or states of the world. Througbecition two, we clarify the assumptions of 8tern
Review’'slAM and welfare valuation and in section three, pvevide additional details about them.
Section four reports our results and section fi@/jgles a discussion.

% On the other hand, we present some scenariossipaper, in which the combination of the risk efyhigh climate
damages and high risk aversion leads to high dvestimates, in present-value terms, even wittghadni utility
discount rate. More generally, if it could be destoated that the impacts of climate change in tlogtgo medium
term are very high, then the influence of the tytitliscount rate would be reduced.



2. Dangerous and uncertain climate change

2.1. Dangerous climate change in integrated assessmodels

It has often been observed that the integratedassnt models (IAMs) used in cost-benefit studies a
limited to a relatively narrow set of the most meable impacts, a point systematically made by
Downing et al (2005). In particular, very few IAMs have beentemded to cover large-scale,
discontinuous changes to the climate system. Ame have yet been explicitly extended to cover so-
called ‘socially contingent’ impacts, which arejarscale, ‘second-round’ socio-economic respoises t
climate change like conflict and migration. Sinbere appears to be a correlation between the
measurability of impacts and their potential magphét, such that many of those we understand least
have the potential to be highly damaging, we mighsonably conclude that most IAM studies are
restricted in their capacity to simulate the patdhtrapid escalation of climate damages as wagmin
proceeds. While perhaps not the most likely scenatich an escalation is plausible and thus its
omission is serious, which is the basic source aftecism levelled by Neumayer (1999). For him,
CBA studies deny the possibility that GHG emissiaresdepleting and degrading natural resources,
which are essential for human development anddbkg &f which can neither be reversed nor be
compensated by increasing production and consumgtiother goods and services. Technically, these
are essential, non-substitutable natural resouacéstitical’ natural capital assets.

These arguments provide a point of contact betweeoost-benefit tradition and the recent framihg o
climate impacts in terms of ‘dangerous’ climaterayg Article 2 of the United Nations Framework
Convention on Climate Change (UNFCCC) calls fobiitsation of atmospheric GHG concentrations
such that ‘dangerous anthropogenic interferencii thie climate system is prevented (United Nations,
1992), so the term ‘dangerous’ is of both academdtpolitical importance. Nevertheless, over fiftee
years of debate on the meaning of dangerous clichatiege has resulted in many definitions (Destsai
al., 2004; Schneider and Lane, 2006). This is ungingy, since what is dangerous is ultimately a&alu
judgement. Thus global CBA of climate policy maleast one of many possible interpretations of
danger. The value judgements it makes are basgdederence-satisfaction utilitarianism, which is
almost always made operational by aggregatingfath® effects of climate change on to a single
metric, consumption-equivalent welfare or utilifyhis is calculated for a representative consumer
worldwide (i.e. one global, very long-lived consujnend discounted across time-periods. Different

consumers may represent different world-regionsdiffierent states of the world.



Dangerous climate change might then be definedwprcess that produces losses in consumption-
equivalent welfare, which are both rapid and lasgale relative to global trend consumption. What
constitutes rapid and large-scale is arbitraryrehe noa priori basis for drawing the line between
dangerous and ‘non-dangerous’ at any particular satevel of welfare loss. Nevertheless, we can
provide a little more clarity by focussing on thegesses by which they are brought about. These are
the very same large-scale, discontinuous changitdimate system and rapid, large-scale socio-
economic responses to climate change, which mddt dAudies fail to incorporate. Without them,
losses in welfare-equivalent consumption over i two centuries are predicted to reach just a few
percent of global output, relative to estimatesiaitt climate change. Given that trend growth ifbglo
consumption per capita is often projected to aveeagund 1% per annum or more over the same time
period, this is at most a very small ‘blip’ on tlebal growth path. With them, comparable loss@s ca

run into many tens of percent of global output, atig which we might label ‘dangerous’.

This demands a close examination of the pathwaysyalshich IAMscansimulate dangerous climate
change, as we have defined it. Evaluating3tezn Revievurther requires that we understand to what
extent its models did so. It is expositionally cenient (i.e. in terms of how they are actually
represented by IAMS) to distinguish between threzh pathways:

1. Rapid, large-scale impacts of gradual climate cbang

2. Abrupt, discontinuous and large-scale positive r@tieedbacks in the climate system that

accelerate global warming;
3. Other abrupt, discontinuous and large-scale chatogls climate system that have more direct

economic impacts.

The first comprises rapid, large-scale impacts lodtvwve might call ‘gradual’ climate change. In the
most aggregated IAMs like DICE (Nordhaus, 1994a)RAGE (Hope, 2006), the latter of which was
used by th&tern Reviewthis pathway is represented by a damage funtttednelates overall impacts,
on consumption- or income-equivalent welfate an index of global mean temperature. Genetaity
function is calibrated first through an estimat@weérall impacts at 2.5°C or 3°C warming and second

through an estimate of the functional form thatésaimpacts from zero warming, through the estimate

* The relationship between consumption and incontpiaulepends on the marginal propensity to saveshwinay be
endogenous to the model or set exogenously. I6tde Revieunodelling, the saving rate is a constant 0.2, so
consumption-equivalent losses can simply be sdaléttome-equivalent losses. However, the rolendogenous
saving, and in turn investment, is potentially imtpat. Reactions to gross saving could dampenéiative impacts of
climate change, if agents wish to compensate fofakter depreciation of the capital stock duditoate change. On
the other hand, it could amplify them, in the miagtause capital is less productive due to climaémge and thus the
rate of return on saving is lower. The effect ohgaving, however, is unambiguously negative, beedle positive
incentive to offset capital depreciation nets ¢ar{khauser and Tol, 2005).



for 2.5°C/3°C warming, and beyond to higher glahabn temperatures. A very simple specification of

the functional form, in this case with respect 6°Z warming, is as follows:

(1)

m)y
25

d(t) = ﬁ(

WhereT is warming at time, in terms of global mean temperature above prastral, d(t) is the
economic damage caused by climate change exprassddaction of consumption or incorfiés the
consumption loss accompanying 2.5°C warmingjaisdhe damage function exponent.

IAM studies are in broad agreement that the impafatmate change at 2.5°C-3°C warming are small
in relation to trend growth in global consumptior.(growth forecast in a world without climate
change, which may be exogenous or endogenous tmadel). The 2001 IPCChird Assessment
Report(TAR) summarised the literature to that pointtimgtestimates roughly in the range of a 0% to
2% loss in gross world product (Sméhal, 2001). But for higher global mean temperatutestd is
greater disagreement between studies and the pibgsiitat impacts escalate rapidly. This is be@us
the damage function exponeptstrongly affects such estimates. Figure 1 ilatsis the differences
between cost estimates, as a function of globalnmemperature, for different values pf For

simplicity, estimates are normalised to 2.5°C waigni
FIGURE 1 HERE

Figure 1 reflects the range thahas taken in previous studies (e.g. Hope, 2006dihNas, 1994a;
Nordhaus and Boyer, 2000; Peck and Teisberg, 1P@2beck and Hope, 1996; Roughgarden and
Schneider, 1999). Whereequals 1 — i.e. impacts are a linear function afming — 5°C warming
reduces GWP by twice as much as 2.5°C warmingaswade is 2% of GWP at 5°C warming#1,

4% if p=2 and so on. However, wherés set to 3, it brings about a loss around 8 tilaeger at 5°C
than at 2.5°C, and increasing rapidly. At 6°C wangnihe loss is 14 times as large. The PAGE model
used by thé&tern ReviewHope, 2006) drawsfrom a triangular probability density function wigh
minimum of 1, mode of 1.3 and maximum of 3 (giviagnean of about 1.8). So there is a small
likelihood of rapidly escalating economic impaatybnd those assumed by most other IAM studies (an

exception is the sensitivity analysis of Peck ae@berg, 1992, which also tests3).

A major note of caution must be sounded at thigestais essentially assumed, since the underlying

impact studies on which IAMs are reliant becomey\sparse in the range of 4-5°C warming and



beyond. We possess some sector-specific evideee@gpecially the review of Hitz and Smith, 2004),
but this is certainly insufficient to illuminatedloverall picture. There are a number of basioliohl
and physical principles indicating that impactsnany sectors will become disproportionately more
severe with rising temperatures (Stern, 2006). l@nather hand, estimatesjoin equation (1) are

currently much less reliable than thosgg@é.g. Mendelsohn, 2006).

For convenience, we treat the impacts of graduadate change, pathway one, as distinct from the
impacts of abrupt, discontinuous and large-scadngbs to the climate system. In the set-up of a
typical IAM, these changes, which have been cattextro-discontinuities’ (Smitbkt al, 2001, p947),

are further divided into two separate pathwayshway two comprises the large-scale release of GHGs
from sinks, which constitutes a positive naturadieack to global warming by accelerating the oVeral
atmospheric build-up of GHGs. A number of studiasenconsidered the threat that climate change
could pose for terrestrial biospheric and oceaaiban sinks (e.g. Friedlingsteet al, 2006, for
terrestrial sinks and Oat al, 2006, for oceanic sinks), as well as whethemntle#ing of permafrost
and the warming and drying of wetland areas cotddyce large amounts of methane (e.g. Davidson
and Janssens, 2006; Gedeewl, 2004). More speculative is the release of mettiam vast oceanic
stores of gas hydrates (Hadley Centre, 2005). Theutd be direct economic impacts associated with
these macro-discontinuities. For example, meltiagrafrost would damage Arctic infrastructure,
assuming no adaptive measures. But in IAMs, thesegmence of GHG sink releases is indirect:
through the acceleration in the accumulation obaheric GHGs they induce and the consequences of

the extra warming that results.

Abrupt, discontinuous and large-scale positive ratteedbacks are uncertain and as such have
received virtually no attention in IAM studies tatd. One exception is Ceronsityal (2005), which,

in a sensitivity analysis, looks at the dissociatid methane hydrates and its consequences for the
marginal damage cost of carbon. Another isSteen Revieywhich specifies a high-climate scenario
to take account of recent quantitative modellingasditive natural feedbacks. To be more precise, th
scenario is based on recent estimates of a teruperd¢pendent weakening of natural carbon
absorption (Friedlingsteiat al, 2006) and increased natural methane releasesgeomafrost and
wetlands (using a probability distribution basedrenent studies such as Gedraetyal, 2004).
Together, these feedbacks add 0.4°C to mean warmif0 compared with tHeeview’sbaseline-
climate scenario, which replicates the range ofmiag projections in the IPCC TARand an
additional 1.2°C in 2200. The baseline-scenarimnagés are 3.9°C and 7.4°C respectively.

® The baseline-climate scenario includes a modestipe feedback, as indeed do most other IAM stidie



Pathway three comprises the other, wider classasfoadiscontinuity in the climate system, such as a
regional or global shutdown of the ThermohalineQliation, rapid melting of the Greenland and West
Antarctic Ice Sheets, transformation of continentahsoons or modification of the El Nino Southern
Oscillation. These non-linear changes are diffitollpredict, but are plausible given what is known
about the chaotic nature of the climate systenpasticlimate changes. If they did occur, these @oul
have direct economic impacts. So far, only two |IAMse built the possibility of these kinds of macro
discontinuities into their core model structuree ioneering estimates were included in DICE/RICE-
99 (Nordhaus and Boyer, 2000). Thieern ReviewAM, PAGE, also includes the risk of catastrophe.
When global mean temperature rises to a thresbedéd (a minimum of 2°C above pre-industrial, mode
of 5°C, and maximum of 8°C), the chance of largesés in GDP in the range of 5-20% begins to
appear (minimum 5%, mode 10%, maximum 20%). Th&ck increases by an average of about 10

percentage points per °C rise in global mean teatper (minimum 1, mode 10, maximum 20).

d(t) =J0(T () ~ Trriccer) 2)

Where('is the loss in GDP if a macro-discontinuity occdns the probability of a macro-discontinuity
andTrriceeriS the threshold global mean temperature, abovehndnmacro-discontinuity becomes
possible. Thus the risk of direct impacts from a@iyiarge-scale and discontinuous climate change is
modelled as a subjective joint probability. The hability density functions were calibrated on
information presented in the IPCC TAR, although T#R never addressed the issue directly. In
particular, the TAR presented some evidenc&@scer but almost none othand{, except for some
order-of-magnitude quantification. In short, eqoat{2) is a genuine guesstimate, and that is wéy th

ranges used for the parameters are so wide.

In summary, it is evident that some IAMs, suchles RAGE model used by ti8tern Revieywcan
model high-damage scenarios globally in at leastafrthree ways. But how can this be reconciled
with the criticism that the very same models igrtbeepossibility of natural capital, which is ests&in
and non-substitutable (Neumayer, 1999)? The essdéitice critique is that the production and utility
functions specified in CBA studies of climate pglaerive from the tradition of ‘weak’ sustainable
development, in which it is generally assumed thetural capital is perfectly substitutable (see
Neumayer, 2003). But, in fact, CBA studies do riaeatly address the question of substitutability at
all. Natural capital is not a separate argumettieir production functions. Nor is it usually a aggte
argument in their utility functions (but see e.gl,7L994). Instead, the impacts of climate changine
stock of natural capital enter the production amastcimption calculus indirectly. To be precise, tiney

effect enter the production function as a multipycoefficient, for example as follows:



1
1+d(t)

QM) = ADK O L™ ®3)

Equation 3 is a standard Cobb-Douglas productiootfan in which outpu@ is a function of man-
made capitaK, labourL and (exogenous) technological progrAsa is the share of total output to
man-made capital anddlis the share of total output to labour. This esphoduction function used, for
instance, in Nordhaus (1994a). Some I1AMs like PAgBRplify the representation of production by
taking an exogenous trend (e.g. Hope, 2006). Inapdyt, the total output available to the economy is
multiplied down by climate damage 1/d®)). This includes impacts on market sectors of tomemy

— an impact on production — and direct impactsfanexample, human health and ecosystems. The
latter is a direct impact on welfare-equivalent siamption, but is indirectly treated as a loss in

production.

Climate damage in equation (3) is the sum of equoat{1l) and (2), so it is perfectly feasible toidate
damages, which become so high under a plausiblawgiscenario that income is eventually dragged
down to subsistence levélsThis can be interpreted as a scenario analogotisetoepletion and
degradation of critical natural capital due to GH@issions. Admittedly, it is a very crude
approximation. The problem can only be directhktad once natural capital and its goods and sesvice
directly enter the production and utility functioespectively, such that their relative pricesisato
reflect their increasing scarcity. And it is a srtfofunction. So Neumayer (1999) is correct in &str
sense. But beyond this, the effect on policy ohlagiproaches to the problem is broadly the same: i.
stabilise atmospheric GHG concentrations at a exellto avoid damages of these magnitudes. The
method employed by cost-benefit studies is indjrécit the basic modelling structure permits
evaluation of the consequences of exceeding drtticasholds in the climate system, beyond which
economic activity is severely threatened. In thetlisuch analysis can be been extended to simallate
discontinuous damage function, whereby exceedingesdimate threshold (indexed to global mean
temperature) brings about very rapidly increasiamages (similar to the ‘hockey-stick’ function in
Manne and Richels, 1995). Whether this is a pla@isipecification is an empirical question, althoiigh
is quite reasonable to then ask how sure we cdhabés implausible. So it is to uncertainty tha w

now turn.

® Indeed, if damages are not bounded from abova,itttome can become negative. This is discussewie detail
below, especially in footnote 7.
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2.2. Modelling uncertainty

All the links in the chain between GHG emissiond tre economic impacts of climate change — each
of which needs to be parameterised in an IAM —saigect to uncertainty. Many of the parameters
related to modelling dangerous climate change st to particular uncertainty. Yet CBA studies
have not always chosen to tackle this uncertainmgcty. The simplest modelling strategy in the
literature is deterministic, whereby a ‘best guéssiade for each parameter. This is still verycam

and would in many respects preclude the analys@aonfjerous climate change, since the highest-

damage scenarios plausible are far from the micedyli

Nevertheless most IAMs have also been set up dimeer another to run a Monte Carlo procedure,
which makes repeated random draws of each parafrateits probability distribution. This enables
climate impacts to be modelled probabilisticallyg(éHope, 2006; Mastrandrea and Schneider, 2004;
Plambeclet al, 1997; Roughgarden and Schneider, 1999). Howeigstill somewhat limiting. First,
the model structure remains deterministic. Secthdata from which IAM parameter distributions
are calibrated often comprise different best guesen underlying studies, rather than a full eatien

of uncertainty within these studies. Thus probatdilAMs remain likely to underestimate overall

uncertainty.

Moreover, very few of these studies extend to gp@raapplication of expected-utility analysis
(exceptions are Tol, 1999 and 2003), which enablasaningful valuation of relative climate risks1 A
intermediate step is to generate a probabilityribistion of consumption, but then to calculate the
(discounted) utility of mean consumption, in otiwerds the utility of expected consumption. Thians
incomplete application of the economics of rislcotirse (in the framework set out by von Neumann
and Morgenstern, 1944), because we need to preséovaation about the probability distribution of

consumption in order to similarly value the proligpdistribution of social welfare.

What is required to support expected-utility analysthe computation of discounted utility alorgle

of the model’s Monte Carlo draws. This is the cof¢he welfare valuation performed in tBéern
Review Begin by specifying the utility of the represdita consumer as a simple, iso-elastic function
of consumption per capita in the standard way:

c(t)™”
1-n

u(t) = (4)

11



Whereu is utility per capitac is consumption per capita ands (the negative of) the elasticity of
marginal utility with respect to consumption. Thexan important wrinkle at this point, namely that
does up to three jobs. Positiyeassumes the marginal utility of increments in comgtion falls as
initial consumption rises. Insofar as consumptisrcianging over time, it therefore becomes a
measure of intertemporal inequality aversion (thesteeity of intertemporal substitution). Since
consumption usually rises over time, it is usualpositive argument in the consumption discouset rat
(see below). In a regionally disaggregated modelould similarly be a measure of inter-regional
inequality aversion. And in a Monte Carlo modegatves as a coefficient of (relative) risk aversio
guantifying the degree to which the representatovesumer is averse to states of the world in which
consumption is particularly low. Spcaptures the marginal valuation of climate coses me, space
and states of the world (Monte Carlo draws). Tleiea long way to explain conflicts over what & th

appropriate value of (compare Dasgupta, 2006; Gollier, 2006; Nordha@862and Quiggin, 2006).

Discounted per-capita utility is given by:

w= Tu(t) exp @ dt )

t=0

Wherew is discounted utility per capita anids the pure rate of time preference or utilityodisnt rate.
Finally, with exogenous population, we would auttioaly weight by population to derive our
aggregate social welfare or objective function:

W = T N(t)u(t) exp?® dt (6)

WhereW is social welfare andll is population. Every possible outcomef climate changei (s a
Monte Carlo draw), which has associated with it@pgbility p, should be evaluated with the social
welfare function in equation (6). If we were alddleato measure consumption and the impacts of
climate change in different world-regions, th&ishould be calculated separately for each regiois. T

is an item for further work. We are now able to porte expected utility for the probability distribar

of consumption paths simulated to follow from ai@pkthoice:

EW)=Y W @

12



Where E denotes the expectation, for possible outcornwds...,N. Thus we are discounting
endogenously, and every possible consumption pdktihave a unique set of discount factors, and
hence a unique average discount rate, associatied vidor any given Monte Carlo draw, the familiar

Ramsey (1928) formula for the consumption discoatd is:
Ci
ht)=90 +/7;(t) (8)

Wherer is the consumption discount rate specific to Mdd&lo drawi. This is also an important
point: some studies that do preserve the probglbiigtribution of social welfare apply an exogenous
discount rate (e.g. Hope, 2006). But this assumesty in consumption that will not actually be
realised by the Monte Carlo draw on which it opesdexcept by coincidence or where climate-change
costs are on the whole minimal). The likely emgiticonsequence is an underestimate of the cost of

climate change (Dietet al, 2006).

Tol (2003) notes that, for expected-utility anasys be applicable, the costs of climate change mus
exhibit finite variance. His IAM, FUND, is specitigo exhibit finite variance in its parameters €lik
PAGE), but convergence problems can nevertheless dconsumption growth becomes persistently
negative due to climate change. Discounting endaggg, the discount factors on one of his Monte
Carlo draws become infiniteThe more general question is whether climate charam really be
described as a situation of ‘risk’, in the sens tte know the full set of possible outcomes amdrth
associated objective probabilities? In fact, maleynents of the overall incertitude attached to the
consequences of GHG emissions would better be idedcas situations of uncertainty, in the
Knightian sense (Knight, 1921). That is, we do kmadw their objective probabilities. Whether CBA
remains a meaningful decision-support tool thereddp on our ability to define subjective probailit
distributions over the relevant variables. Thighe necessary core of any stochastic modelling
approach. If our ability to do so is very limitedor indeed if we are simply ‘ignorant’ of climate
outcomes in the sense that we cannot even forelsaethey will be, let alone how likely they are —

"We cap impacts at 99% of GWP, in order to avoisl phoblem, which is quite likely in a damage fuantwith a high
exponent. Simply put, with highand save for very optimistic assumptions about &dimm, climate damage will
inevitably exceed 100% of regional or global GWR#&rming is allowed to increase sufficiently (e¢@just under 6°C
above pre-industrial whege3, =2 and there is no adaptation at all). Losses inR@&fual to, or in excess of, 100%
stretch plausibility and should not in themselvagse us to abandon expected-utility analysis indaef a
specification that ignores uncertainty. In any ¢agth our analysis confined to the global levhistcap is highly
unlikely to come into effect, except for one or tdaws in the high-climate scenario (i.e. it rargéts hot enough,
even by the end of the modelling horizon in 2200the analysis is taken to the regional leveinéy prove more
important, as impacts in the poorest regions adétiadally multiplied by a weight.
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then so is the applicability of CBAThus in presenting results for a baseline-clinsaenario and a
high-climate scenario — two discrete probabilitytdbutions — th&tern Reviewas quite explicit in
pointing out that the relative likelihoods of teeotdistributions are unquantified. The decisiorem
is quite different in this case, essentially legdim an informal application of the precaution pijohe
(Stern, 2006, p38-39).

3. Model description

The 2002 version of PAGE (hereafter PAGE2002) mm@hensively described in Hope (2006) and,
unless otherwise stated, we make no changes patheneters reported therein. The primary features
of the model are as follows:

» Emissions of carbon dioxide and methane (includiaigiral emissions stimulated by climate
change in the model), as well assS&nd other GHGs that contribute to backgroundatact
forcing (e.g. NQ and (H)CFCs);

» The accumulation of anthropogenic GHG emissiorieeratmosphere and resulting radiative
forcing;

* Regional temperature increases arising from tiereifice between greenhouse warming and
regional cooling brought about by sulphate aergsols

» Climate damage is a regional function of increasesgional mean temperature, as described
in general-form in equation (1), but with the aduitof adaptation (see below);

* Region-specific impacts of gradual climate chamggvib main sectors — (a) ‘market’ sectors of
the economy like agriculture and energy and (b@diwelfare impacts on ecosystems and
human health (‘non-market’ sectors). With respeatduation (1), each sector has a unique
probability distribution fo but the distribution foy is common to both;

» Adaptation, which requires costly investment, iases a time-varying tolerable level of
climate change before damage to market sectoesaaigl reduces the intensity of impacts on
both market and non-market sectors above the t&tavel;

» The possibility of a future macro-discontinuity, @ equation (2).

31 key inputs to the model are stochastic and ke 1800 Monte Carlo draws. The density functions

for the various parameters are calibrated on thienying scientific and economic literatures on

8 Broader social-scientific perspectives on uncetyaalso point to ‘ambiguity’ or ‘fuzziness’ (e.§tirling, 1998), in
the sense that the probabilities of different clienautcomes might be known (at least subjectivelierms of
temperature, sea-level, precipitation and so am)te consequences of these outcomes can bergetentpn different
ways (i.e. how do we weigh up economic, social ecmlogical impacts?). CBA of course finesses tlament of
incertitude by imposing a particular value framekvor
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climate change. Thus PAGE2002 is essentially me#dytical and has in the past been shown to
produce results, for instance with respect to taegmal damage cost of carbon (calculated withaluit f
expected-utility analysis), close to the centra odinge of peer-reviewed studies (cf. Hope, 2006 wi

Tol, 2005). Assumptions particular to tBeern Revievand this paper are reported in table 1.
TABLE 1 HERE
4. Results

We begin with a brief summary of the undiscountest of climate change through time (figures 2 and
3), starting in 2050. Figure 2 traces the meangrgage loss in GWP, as well as the range of losses
from the 5 to the 98' percentile, for the baseline-climate scenarioufé@ does the same for the high-

climate scenario.
FIGURES 2 AND 3 HERE

The cost of BAU climate change in figures 2 ang he sum of climate-change impacts and adaptation
costs, but in practice the latter are very smatlamparison. Thus the figures trace the global dgma
costs of climate change simulated by PAGE2002. Keyofeatures become apparent. The first is that
the greater portion of undiscounted damages faliersecond half of the modelling horizon, between
2100 and 2200. In the baseline-climate scenariapmamages are 2.6% of GWP in 2100, but 11.3%
in 2200. In the high-climate scenario, they aré@if 2100 and 13.8% in 2200. This is due to the
convexity assumed in the damage functions, asasehe increased risk of a macro-discontinuity with
direct impacts, neither of which has a strong eftetil regional temperatures are sufficiently high
mostly after 2100 (higher of course in the highmate scenario, due to the positive natural GHG
feedback). The second is uncertainty around thennestimates. The 5-95% confidence interval
becomes increasingly wide as time passes and yi2@0ans a range from 2.9% to 29.4% of GWP in

the baseline-climate scenario and from 2.9% to%%2 GWP in the high-climate scenario.

Figures 2 and 3 present the dynamic costs of clirtlagnge relative to consumption growth in a world
without climate change. The socio-economic sceng&ul by th&®eview(table 1) puts that growth at
an average of 1.3% per capita per annum over thedp2001-2200. Global average per-capita
consumption rises from around $6000 in 2001 to $290 2200. This trend growth is far in excess of
the damage caused by climate change, so that,udsr the 98 percentile damages in the high-
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climate scenario, consumption is higher in 220® th& now (c. $41000). Furthermore, even under

these damages, consumption growth is positive thewhole modelling horizon.

Preliminaries aside, we now test the sensitivitthelStern Review’sstimates to two key elements of
the welfare valuation of climate damages: the lifgiof marginal utility of consumption and the
pure rate of time preference or utility discourtei@a Thus we briefly put the forthcoming results in
context, by establishing how sensitive estimates@discounting. But due to the dual role;pive
also gain some sense of the importance of riskseaercompared with intertemporal inequality

aversion.

Tables 2 and 3 investigate the sensitivity of dtaltcost of BAU climate change to increasesamdo

for the Review’sbaseline-climate and high-climate scenarios. Ttal tcost of climate change is
derived from a comparison of the ‘balanced growthalent’ or BGE of consumption without climate
change to the BGE of consumption after climate dgerend adaptation costs have been deducted
(Stern, 2006, p183). The BGE difference summansedelled losses over time, regions of the world
and possible states of the world in terms of a aiiepermanent loss of global mean per-capita

consumption today.

We test values af in the range 0.1% to 1.5% per annum. 0.1% is #igevtaken in th&eviewand
follows from a ‘prescriptive’ approach. 1.5% pernam corresponds to a relatively rigorous,
‘descriptive’ estimate of the pure rate of timefprence that would follow from the preferences of
those currently alive (Pearce and Ulph, 1999).;Fove take 1 to 3. ThReviewapplied a value of 1
(giving the special case log utility function), whiis quite well supported by some recent empirical
evidence (Cowell and Gardiner, 1999; Pearce and,1§99). However, the combinationdf0.1%
with #=1 does place a lot of weight on impacts in theof&future. This is of particular concern, since
the Review’'sBGE method extrapolates the percentage of consomiaist due to climate change in
2200 on to infinity. As a result, the share of tati@counted utility over all time falling after @@,

beyond the PAGE modelling horizon, is large whett ands=0.1%.

TABLES 2 AND 3 HERE

Comparing both tables, we can see that increasi® ipure time discount rate significantly reduce
estimates of the total cost of climate change ritisjaes of theReviewhave noted (esp. Nordhaus,
2006). Increasing reduces the importance of future climate-changésda present-day decisions. In
the baseline-climate scenario, for example, inéngasfrom 0.1% p.a. to 1.5% p.a. reduces the mean
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total cost of BAU climate change from 11.1% to 3,3%erey is 1. In the equivalent column for the

high-climate scenario, the mean estimate falls fi@n7% to 4.2%.

Increasing; has more complex effects, because it increaséstbetrate of intertemporal inequality
aversion (in effect it increases the consumptiaealint rate) and risk aversion. The former is true,
because we saw above that consumption is alwagesisiog through time, so increaseg anly serve

to increase the consumption discount rate (if conion growth were locally negative, an increase in
n would reduce the consumption discount rate). érbidseline-climate scenario, increasjfigm 1 to

3 reduces the mean total cost of BAU climate chdrgge 11.1% to 1.3%, whegkis 0.1% p.a. In the
high-climate scenario, initial increasesjifrom 1 to 2 reduce the mean total cost of clinwdi@nge
(from 14.7% to 7.4% wher&is 0.1% p.a.). But further increasesjifrom 2 to 3 actually drive the
equivalent estimates back upwards again, from 704£8.2%. This means that, while in most instances
increases i have a greater positive effect on intertemporadjurality aversion than they do on risk
aversion, the opposite is true when upper-boundesabfy are applied to the high-climate scenario.
This is intuitive, since the high-climate scenagalises the highest global temperatures, whickwor
through to produce the highest damage and the toveesumption. We are assumed to be highly
averse to scenarios that produce very low consamptheny lies in the range 2.5-3. Compare the
mean total cost of climate change with the corredpw 5-95% confidence interval. Whehes in the
range 2.5-3, the mean lies below even tHe@Fcentile, because consumption is very low inades
that are less than 5% likely, and this feeds thindogextremely low utility. Such a result is impant,
because it illustrates that arguments cast in tefrtse’ discount rate may be mistaken. In patacu
following expected-utility analysis, it shows thia¢ effect of an increasesnsa priori ambiguous and
does not always simply work to reduce the presahievof climate damage.

In section two, we speculated that insufficienatneent of uncertainty could cause misleading result
We can test this proposition on tReviewestimates by using PAGE2002 to simulate a range of
modelling strategies, each of which takes risk itaount to a different degree. Table 4 presents

estimates from four modelling approaches.

1. ‘All modes’. The first is to set all stochastic parameters IfGER002 to their mode values.
This simulates a modelling strategy in which bastsges are made about the value of all
parameters, ‘best’ in the sense of being mostyikel

2. '‘Allmeans’. The second is to set all stochastic parameter&@®HE2002 to their mean values.
This also simulates a deterministic strategy, lheithean of the joint probability distribution of
climate-change costs will differ from the modethié distribution is asymmetric. Indeed, it is
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generally acknowledged to have a ‘fat left tail'sefvere impacts with a low probability, so the
mean cost should be higher.

3. ‘Expected consumption’.The third utilises the standard stochastic spextita of PAGE2002,
but instead of carrying out full expected-utilityadysis, we calculate the utility of expected
consumption.

4. ‘Expected utility’. The fourth solves for the BGE equivalent to the exted utility of

consumption.

TABLE 4 HERE

From table 4 it is clear that a modelling stratbgged on taking mode values for all parameters —
equivalent to a best-guess strategy — leads gnéisant underestimate of the total discounted 0bs
climate change, relative to an expected-utilityrapph. In the baseline-climate scenario, thisetyat
yields an estimate of the BGE loss that is 3.5@re$ent global mean consumption per capita, relativ
to a mean of 11.1% when expected-utility analysiapplied. In the high-climate scenario, the ‘all
modes’ strategy performs even worse, estimating% 8GE loss, compared to 14.7% using expected-
utility analysis. Moving to an ‘all means’ strateggduces the shortfall significantly, althougtsistill

3.1 percentage points below at 8% in the baselingte scenario. Similarly, itis 3.7 percentagas
below at 11% in the high-climate scenatrio.

Calculating the utility of expected consumptionnigs the estimates much closer. In the baseline-
climate scenario, it is 10.4%, which is just O0.7ge@tage points below the expected-utility estimate
However, the expected-consumption strategy dodsrpeworse in the high-climate scenario, falling
short by 2 percentage points. As before, the hitgmeperatures estimated by the high-climate sagnari
produce a slightly higher likelihood of scenariosvhich the impacts of climate change are veryrgeve
indeed. Even with relatively modest risk aversimcéll that herg=1), the need to value these risks
systematically is clear.

This last point indicates that the analysis carusefully extended to consider how the expected-
consumption strategy performs relative to the etqueatility strategy for higher values gf This
enables further investigation of how the estimatbdangerous climate change, by our definition, is
affected by modelling impacts on consumption onadhe hand, and valuing consumption in utility
terms on the other. Table 5 presents the analgsig=fl, 2 and 3. In the baseline-climate scenario,
increases im reduce the absolute shortfall between the expemtadumption estimate and the
expected-utility estimate, from 0.7 percentage fsoivhere; is 1 to 0.2 percentage points whers 3.
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However, the relative shortfall is in fact risifiggm 6.3% as a share of the expected-utility edema
wherey is 1, to 15.4% wheris 3. This result is much magnified in the highmete scenario. When

is 1, the shortfall caused by taking an expectagsemption approach is 2 percentage points or 13.6%.
But wheny is 3, the shortfall is 11.9 percentage point®002% of the expected-utility estimate. If we
do believe that this is the appropriate consumptiasticity of utility in a simple framework, théme

last result demonstrates that even an expected#ogion approach, which at least rests on stochasti
modelling, understates the risks we face, possipls large amount. It also demonstrates the role of

welfare valuation in the overall monetisation ohdarous climate change.

TABLE 5 HERE

To summarise at this stage, tables 4 and 5 denad@stre proposition that insufficient treatment of
uncertainty leads to estimates of the cost of BAtdate change that are misleadingly small. Similar
results have been produced by past studies, althiieg have not focused on the issue in such detail
Furthermore, the difference between a comprehengxpected-utility approach and simpler
approaches is often large. Broadly, the differermea®aled are of the same magnitude as those
produced by different assumptions about discouniaying from an ‘all modes’ modelling strategy

to expected-utility analysis increases the meaad tmist of BAU climate change by 7.6 percentage
points in the baseline-climate scenario. Increatwegpure rate of time preference from 0.1% p.a. to

1.5% p.a. produces a 7.8 percentage point rideainsame scenario.

Recent scientific evidence increases the imperabiaelopt an expected-utility approach, sincest ha
raised the possibility of very large impacts andaaesult has effectively increased the confidence
interval around the future consequences of clirohéage. The bigger differences between modelling
strategies in the high-climate scenario refled,timsofar as the high-climate scenario takes ando

the possibility of dangerous positive natural feszks in the warming process.

We now examine sensitivity to the damage functi@po@enty. In addition, we analyse how
uncertainty about the damage function exponentaate with different degrees of risk aversion. This
likely to be an important interaction, since highelues off — more convexity in the damage function —
increase the likelihood of very severe impacts. diseussion above demonstrates the significance of
the welfare valuation of such risks. That is, dange climate change in a welfare-economic seree is

much about the welfare valuation of impacts as #&hbout their initial estimation.

°e.g. Azar and Lindgren (2003), Tol (1999).
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In table 6, we treatas deterministic and estimate BGE losses forgerémom 1 to 3, at the same time
examining how that range interacts with a rangg-ethe elasticity of marginal utility of consumpiio
describing inequality and risk aversion — from Btd he analysis is confined to the baseline-clanat

scenario and holdsconstant at 0.1% p.a.
TABLE 6 HERE

Where the consumption elasticity of marginal ytjlif, equals 1, increasingfrom 1 to 2 raises the
mean total cost of climate change from 5.4% ofg@méeglobal mean consumption per capita to 10.4%,
an increase of 92% in relative terms. A power pf@uces an estimate closest to$tern Review’s
main result, reported in table 2. Thus wherd, our summary estimate of the total cost of ctana
change is indeed very sensitive to the damageitmekponent, as the Postscript to Reviewalso
suggested. However, wheye3, the mean total cost of climate change increfrses 0.9% to just
1.1% fory=2, a rise of just 0.2 percentage points or ar&22% in relative terms. We would indeed
have expected all estimates to fall, since raigiegconsumption elasticity of marginal utility ieases
intertemporal inequality aversion and thus the aonsion discount rate under rising consumption. But
the relative effect of changes in the damage foncéixponent has also fallen. This indicates that
increases iy work to a greater extent to increase intertempoeduality aversion than they do to
increase risk aversion, for this relatively modasige of damage function exponents.

However, increasingbeyond 2 paints a different picture for our ovesafiluation. The mean total cost
of climate change increases to 33.3% whef®andy=1. Moreover, as risk aversion increases, the
range of estimates increases too. Whe the total cost estimate jumps to 51.9%,iasreases to 3.
Comparing the mean cost with the 90% confidenaawat shows that, whepee3 andy=3, the mean
lies far beyond the 95percentile estimate. So if we ascribe high valtees, perhaps based on
empirical evidence on risk aversion, then assumptabout the convexity of damage become all the
more important. A very few Monte Carlo draws angidg the welfare valuation in this case, because

we are deemed to be highly averse to running #keofi these outcomes being realised.

We move on in table 7 to investigate sensitivityite PAGE model’s third pathway to ‘dangerous’
climate change, the risk of a macro-discontinuitthwlirect economic impacts. We treat each of the
three parameters in equation (3) as deterministieeatimate BGE losses for their minimum, mode and
maximum values, once again in interaction withat#ht assumptions abowt To recap, the three
parameters arg the loss in GDP if a macro-discontinuity occungnjmum 5%, mode 10%, maximum
20%), 6, the probability of a macro-discontinuity (minimubpercentage point per °C rise in global
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mean temperature, mode 10 ppts., maximum 20 ppisd.Trriceer the threshold global mean
temperature, above which a macro-discontinuity be possible (minimum 2°C, mode 5°C,
maximum 8°C). The analysis is for the baseline-aterscenario, with=0.1% p.a. ang stochastic.

TABLE 7 HERE

Table 7 demonstrates that cost estimates areetsdige to variations in the three parametersctvhi
jointly determine the risk of a macro-discontinuitith direct impacts. Looking first @t the loss in
GDP if a macro-discontinuity occurs, increasing thas from 5% to 20% increases the present value
of the mean total cost of climate change from 7t8%2.9%, in our central case wherel. If we now
examine the results of interacting increase&snith increases in, we see an interesting ‘tipping point’
of the kind identified in table 3 and in examinithg sensitivity of estimates to very high values.of
Where({'is in the range 5% to 10%, increases from 1 to 3 straightforwardly reduce the meanltota
cost of climate change. As before, the reasoraisititertemporal inequality aversion dominates risk
aversion. However, wheflis 20% and; is 3, the mean total cost estimate rebounds mbrkexl
39.5%. As before, comparing the mean to the 90%ammce interval indicates that a very small share
of Monte Carlo draws, less than 5% likely, musvdthis result. Estimates are similarly sensitve t
variations ind andTrriceer, but with the important difference that theren@ssuch tipping point in

these cases.

Finally, we return to the issue of utility or puiiene discounting, because much of the preceding
analysis has been based on near-zero time preée@c1% p.a.). In table 8, we briefly recapitulate
the previous sensitivity analysis with a utilitysdount rate of 1.5% per annum. We do so by
reanalysing the maximum differences in our estisiafehe mean total cost of climate change from
tables 4, 6 and 7. Thus we first present the diffee in BGE losses under the high-climate scef@rio

an ‘all modes’ modelling strategy, compared witpented-utility analysis, whereg=1. This illuminates

the effect of modelling and valuing uncertainty andigher pure time discounting. Second, we present
the difference in BGE losses between damage fumetiponents;, of 1 and 3, wherg=3. Finally, we
present the differences brought about by loss&DR if a macro-discontinuity occurs,of 5% and

20%, again wherg=3.

TABLE 8 HERE

As we would expect, BGE losses are in all casegidhan their equivalents in tables 4, 6 and 7,
because an increase in the utility discount ratieices the present value of climate damages and
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adaptation costs falling in the future, especialihe medium and long run. Similarly, the diffeces
between the estimates are smaller in absolute tdims moving from a modelling strategy based on
taking mode values for all parameters to a strabteped on expected-utility analysis increases the
mean total cost of climate change by just 2.8 peege points, from 1.4% to 4.2%. This compares with
an equivalent 10.1 percentage point increase Wirlel% p.a., from 4.6% to 14.7% (see table 4).
Similarly, increasing from 1 to 3 brings about an absolute increaskarBIGE loss of 12.7 percentage
points, from 0.4% to 13.1%. This compares to anvadent increase of 51 percentage points where
6=0.1% p.a., from 0.9% to 51.9% (table 6). And iasiagl from 5% of GDP to 20% of GDP results
in an absolute increase in the BGE loss of 7.3gm#age points, from 0.5% to 7.8%. Compare this with

a 38.5 percentage point increase whet@ 1% p.a., from 1.0% to 39.5% (table 7).

While in the case of modelling strategies the redatlifferences are very similar (around a 200%
increase on the lower estimate), in termgarid{ they are much reduced by raising the utility distou
rate. Asy rises from 1 to 3, the BGE loss increases by 8080% relative to the estimate wherd.
While evidently an enormous relative change, broagbut by high aversiop£3) to the small risk of
severe climate impacts (less than 5% of Monte Gidws), the equivalent relative change calculable
from table 6 is around 5700%. The explanationifigbe relationship between time and the convexity
of climate-change impacts. The Monte Carlo dravas dhive these welfare estimates where 3 do

not deliver their severe impacts until after 2109 which time higher utility discounting has muted
their effect on welfare valuation. Much the samdrige of an increase ifi where the relative
differences are around 1500% and 4000% relatitieetdower estimate respectively. Nevertheless, in
closing it is worth emphasising that, in the extedmgh cases reported in table 8, the present wdlue
the total cost of climate change is still larg@absolute terms, even with a higher utility discowaté.
While it is beyond the scope of this paper to panfoptimisation, it is fairly safe to say that @ pent-
value cost of 13.1% (where3 andy=3) is large enough to warrant stabilisation of@pheric GHG

concentrations at a low level.

5. Discussion

By some accounts, the overriding reason whystieen Reviewstimates of climate damage are high is
a low discount rate (e.g. Dasgupta, 2006; Nordha086). This is certainly true to some extent,
because a high utility discount rate — one compbaokthe consumption discount rate — renders the
present value of climate damage in the far-off feitso low that it becomes almost always largely
irrelevant how big that damage is. But if we accapow utility discount rate, then present-value
estimates become heavily dependent on how riskuaodrtainty are taken into account and valued,
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allied to assumptions about the likelihood of dangs climate change. Ti8tern Review’$AM and
welfare valuation includes a wide range of risksl aalues them systematically on the basis of
expected-utility analysis. It also includes thraghmvays through which dangerous climate change, in
the sense of rapid and large-scale losses in glmeumption, can materialise. First, it allows for
rapidly escalating costs of gradual climate changs specification of the damage function expdnen
Second, it allows for abrupt, large-scale and disooous positive natural feedbacks in the climate
system through its high-climate scenario. Thiréhdaludes a fairly novel but speculative function f
the direct impacts of abrupt, large-scale and disoaous climatic changes. We have argued that an
IAM, which includes the possibility of dangerouswte change, is consistent — if not in a striosse

— with an approach that assumes some natural tegpitaitical’.

We have set out how tf8tern Reviewncorporates the economics of risk and demonstitatg doing

so makes a big difference to damage estimateslifwdte change is at best a problem characteriged b
Knightian uncertainty. That is to say, modellers @ssentially undertaking a monumental exercise in
assigning subjective probabilities — in Bayesiatisien theory. At worst, climate change would bette
be characterised as a problem of ignorance. Fongbea IAMs currently make no explicit estimates of
the damages resulting from ‘socially contingentpants (Downinget al, 2005). Thus IAMs are
ignorant of these scenarios. Similarly, warminghaReview’'shigh-climate scenario still lies well
within the extremes reported in Meinshausen’s (2896thesis of eleven studies. In fact, Review
touched briefly on the problems that arise whenaammot define a continuous probability distribatio
over all outcomes. This is evident in the conundfnmow to weigh up the consequences of the
Review’sbaseline- and high-climate scenarios, becauseave ho quantification of their relative
likelihoods. Thus th&®eviewrelies on an informal, qualitative applicatiorppécaution. Then there is
the question of ambiguity or fuzziness in the iptetation of probabilities (e.g. Stirling, 1998)et
notion that, even if we could constrain our estesaidf the consequences of climate change in tedims o
say, global mean temperature, it is not clear leomterpret these consequences, because weighing up
economic, social and environmental impacts is astjue of value. CBA makes a particular value
judgement and naturally there are rival ethicarapphes, such as those based on rights, thatvare gi
extremely short thrift in the process. Thus, fotlase reasons, a broad range of evidence igegdoi
support recommendations on climate-change mitigalionically, theStern Reviewvas acutely aware

of this (Stern, 2006, chapter 2). To a large extmitics of theReviewmiss the point that arguments for
stabilisation were based first and foremost orsagliregated analysis of climate impacts (chapters 3
5).
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So what is the worth of formal economic modelling@ertainly does not lie in providing precise
estimates of climate damage and a precise optiathiay for GHG emission reductions. This is most
especially true of CBA studies that altogether dwocluding impacts, about which measurement and
valuation is currently most difficult and uncerté@sp. Mendelsohet al, e.g. 1999). Rather it lies in
obtaining an order-of-magnitude quantification lo¢ teconomic consequences of unabated climate
change. And it certainly helps to make the consecg®of key value judgements on time preference
and risk and inequality aversion systematicallyaclé ands are not just economic technicalities, as
some have insinuated. All approaches make impliddgements embodied in these parameters. Itis to
the great credit of the CBA approach that suchrapsions are made explicit and their consequences
tested rigorously. As such we could think of IAMssecanvas on which debates about intergenerational
fairness, the distribution of wealth, and the mamagnt of risk and uncertainty, are ‘painted’.
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Figure 1. Impacts of gradual climate change and thesensitivity to the damage function exponent.
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Figure 2.
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Dynamic costs of climate change in the baline-climate scenario.
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Figure 3. Dynamic costs of climate change in the din-climate scenario.
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Table 1. Summary of assumptions.

Parameter Assumption

Economic growth Based on IPCC A2 scenario (seedéakivic and Swart, 2000), converted o
PPP and extrapolated to 2200 in Hope (2006).

Population growth As above

Saving rate 0.2, constant

Constant rate of growth of 1.3% p.a. (the average between 2001 and 2200 witiouate change)

consumption per capita after 2200

Climate sensitivity Triangular probability densftynction <1.5, 2.5, 4.5> (°C)
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Table 2. Sensitivity of total cost of climate changto pure rate of time preference and consumptionlasticity of
marginal utility in baseline-climate scenario (mearBGE loss, 5-95% confidence interval)Stern Review estimate in
bold.*

Pure rate of time Consumption elasticity of marginal utility)(
preferenced) 1.0 1.5 2.0 2.5 3.0

0.1 11.1 6.5 3.6 2.1 1.3
(2.4-27.7) (1.7-16.5) (1.1-9.4) (0.6-5.5) (1.8-4.6)

0.5 8.1 4.5 2.6 15 1.0
(1.7-20.4) (1.2-11.7) (0.8-6.7) (0.6-4.0) (0.4-2.4)

1.0 5.2 2.9 1.6 11 0.7
(1.2-13.2) (0.8-7.5) (0.5-4.3) (0.5-2.6) (0.3-1.6)

15 3.3 1.9 11 0.8 0.7
(0.7-8.5) (0.6-4.9) (0.4-2.9) (0.4-1.8) (0.3-1.3)

Table 3. Sensitivity of total cost of climate chargto pure rate of time preference and consumptionlasticity of
marginal utility in high-climate scenario (mean BGEIloss, 5-95% confidence interval)Stern Review estimate in bold.

Pure rate of time Consumption elasticity of marginal utility)(
preference(d) 1.0 1.5 2.0 2.5 3.0
0.1 14.7 10.2 7.4 8.1 13.2
(2.7-33.0) (2.0-20) (1.1-12.2) (0.7-6.9) (1.8-5.3)
0.5 10.6 6.5 4.7 5.0 7.8
(2.0-24.4) (1.4-15.2) (0.9-8.5) (0.6-4.9) (0.5-2.9)
1.0 6.7 4.0 2.7 2.7 3.9
(1.3-16.0) (1.0-9.6) (0.5-5.4) (0.5-3.1) (0.3-1.9)
15 4.2 2.5 1.7 1.6 2.1
(0.8-10.1) (0.7-6.0) (0.5-3.4) (0.4-2.2) (0.3-1.4)

9 The small discrepancy is attributable to differsets of 1000 Monte Carlo draws.
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Table 4. Estimates of the total discounted cost &AU climate change under different modelling stratgies $6=0.1%

p.a.,n=1.0).Stern Review estimate in bold.

Modelling strategy

Baseline climate (% BGE loss|

ghclimate (% BGE loss)

All modes
All means
Expected consumption
Expected utility (mean loss)

3.5
8.0
10.4

111

4.6
11.0
12.7
14.7
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Table 5. Comparing expected-consumption and expectautility approaches with different degrees of riskaversion.
Stern Review estimate in bold.

Climate Modelling strategy Elasticity of marginal utilityf consumptionz)
scenario 1.0 2.0 3.0
Baseline Expected consumption 10.4 3.3 1.1
Expected utility (mean loss) 11.1 3.6 1.3
High Expected consumption 12.7 4.0 1.3
Expected utility (mean loss) 14.7 9.2 13.2

36




Table 6. Variations in the total discounted cost oBAU climate change with the damage function expom and the

consumption elasticity of marginal utility (baselire-climate scenario$=0.1% p.a.).
Damage function Consumption elasticity of marginal utility)(
exponenty) 1 2 3
1 5.4 (1.3-12.1) 1.9 (0.8-4.3) 0.9 (0.4-1.7)
1.5 7.2 (1.7-16.6) 2.4 (0.9-5.7) 1.0 (0.4-2.1)
2 10.4 (2.2-22.8) 3.3(0.9-7.8) 1.1(0.4-2.7)
2.5 16.5 (3.2-37.8) 5.2 (1.1-13.2) 1.6 (0.5-4.3)
3 33.3 (4.5-73.0) 29.1 (1.7-35.1) 51.9 (0.5-13.8)
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Table 7. Variations in the total discounted cost oBAU climate change with the probability and directimpacts of a
macro-discontinuity and the consumption elasticityof marginal utility (baseline-climate scenario,6=0.1% p.a.).

Consumption elasticity of marginal utility)(
1 2 3
{ (% GDP) 5 7.9 (1.8-20.6) 2.6 (0.9-6.7) 1.0 (0.4-2.3)
10 9.5 (1.9-22.1) 3.4 (0.9-7.4) 1.7 (0.4-2.6)
20 12.9 (2.1-29.2) 8.3 (0.9-10.4) 39.5 (0.4-3.5)
6 (ppts. per 1 6.6 (1.6-17.8) 2.3 (0.8-5.6) 1.0 (0.4-1.9)
°C) 10 9.5 (1.9-22.3) 3.1 (0.9-7.6) 1.2 (0.4-2.7)
20 12.8 (2.0-31.8) 4.2 (0.9-10.8) 1.4 (0.4-3.5)
Trriceer(°C) | 8 7.3 (1.5-18.9) 2.6 (0.8-6.2) 1.1(0.4-2.2)
5 9.6 (1.7-23.7) 3.0 (0.9-7.8) 1.0 (0.4-2.5)
2 13.6 (4.1-27.4) 4.9 (1.7-10.5) 1.9 (0.6-4.2)
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Table 8. Further sensitivity of the total discounté cost of climate change, with a higher pure ratefdime preference

(0=1.5% p.a.).

Variation

Consumption elasticity
of marginal utility ¢)

Low estimate

High estimate

Modelling strategy: 1 1.4 4.2

‘All modes’ to ‘expected utility’

Damage function exponent, 3 0.4 (0.3-0.9) 13.1 (0.2-2.8)
1to3

Loss of GDP if macro-discontinuit 3 0.5 (0.2-0.9) 7.8 (0.3-1.2)

occurs,’:
5% to 20%
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