INTRODUCTION

Decision analysis is a formal method (o estimate the result
of a clinical decision by assigning numeric values to the po-
tential outcomes of that decision and to the probabilities of
those outcomes. Analyses of many common clinical prob-
lems have been published (1-4). Decision analysis is most
useful when uncertainty exists about the best course of ac-
tion. One does not need a decision analysis to determine
whether to obtain blood cultures in a patient with rigors,
fever, and a new heart murmur. However, decision analysis
would be an appropriate way to determine which antibi-
otics to use to treat that patient. Indeed, it would be an
ideal situation for decision analysis; the clinical scenario is
relatively common, and clinical trials have not definitively
answered the question,

The process of decision analysis assumes that it is possi-
ble to rate the outcomes of a decision on a quantitative scale
from best to worst. Thus, decision analysis is sometimes
called a normative process; given the assumptions in the
model, a "best” answer must exist. An analysis can be only
as good as the abilities of the decision analyst and the qual-
ity of the data used. When little is known about a clinical
problem, or when the decision analysis has been prepared
by someone who is not familiar with what is known, even
the most sophisticated analysis is unlikely 1o provide much
that will be useful in caring for patients.

Although decision analysis is not the only way 1o ap-
proach a clinical problem, it has advantages compared with
other methods of decision making under uncertain cir-
cumstances, such as dogmatism (“This is the best way to do
it.”), policy (“This is the way we do it around here.”), ni-
hilism (“It doesn't really matter what we do.”), deferral to
experts or patients (“What do you want us to do?”), and
catastrophe avoidance (“Whatever else we do, let's be sure

to not do that.”). Especially when the correct decision is too
close to call, small changes in one or two assumptions can
change the results. The process of creating a decision anal-
ysis can often identify key pieces of clinical information
that are unknown but essential 1o determining the best
course of action. Decision analysis—because it assigns pa-
tient-specific values to the outcomes of clinical decisions—
highlights the importance of patient preferences in physi-
cian decision making.

BASIC STRUCTURE OF A DECISION TREE

Decision analysis begins with a clinical decision, such as
whether a patient with chest pain should be admitted to the
hospital. The decision, of course, needs analysis only if the
course of action is uncertain. Under many circumstances,
as when a patient is severely ill, no uncertainty exists: ad-
mission to the hospital, not a formal decision analysis, is
needed. For certain patients, however, the best decision is
not clear.

A decision analysis 15 usually porurayed as a tree sinecture,
progressing from the decision on the left to the outcomes
on the right (Figure 7.1).

In general, the decision should be framed in terms of the
clinical options and the characteristics of the patient and
seiting. Making a decision about hospitalization for chest
pain will be different for a 75-year-old patient with known
coronary artery disease than for a 35.year-old patient who
runs 3 miles a day without symptoms. Suppose the clinical
problem of interest concerns a patient between the ages of
50 and 59 years with new, but resolved, substernal chest
pain. This patient has normal electrocardiographic findings
and does not live alone. The decision is whether to admit
the patient to the hospital or o treat at home with close
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Figure 7.1 Basic structure of a decision tree.

follow-up. The outcome of interest is whether the patient
survives the episode. By convention, the decision itself is
placed in a rectangle, where each branch represents a dif-
ferent decision. Usually, a decision entails only two op-
tions, but additional choices are certainly possible, such as
a brief admission to an observation unit. The same princi-
ples and techniques would hold.

After the decision node come the chance nodes, indi-
cated with circles, which are used whenever clinical un-
certainty exists. However, uncertainty from the clinical
point of view may not be what matters in a decision anal-
ysis. For example, it may seem that the key uncertainty in
deciding whether to admit a patient with chest pain is
whether the pain is actually cardiac in origin. A more for-

Admit to hospital?

mal approach, though, may indicate that the acal un-
certainties that matter are whether the patient has a prob-
lem that will get worse with outpatient treatment and
how much more likely improvement is to occur with hos-
pital admission.

A simple analysis of this decision (Figure 7.2) might be-
gin with one set of chance nodes—the probability that a
life-threatening problem will develop. A decision analysis
ends with the outcomes of the different possibilities. In this
case, four outcomes are possible: admitted and died, ad-
mitted and survived, treated at home and died, and treated
at home and survived.

This simple tree does not reflect the clinical situation, A
more realistic tree (Figure 7.3) needs at least one additional

Dies in hospital

Hospitalized, alive

Dies at home

Home, alive

Figure 7.2 A simple decision tree for chest pain.
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Hospitalized, alive

Dies in hospital

Home, alive

Dies at home

Home, alive

Figure 7.3 A more realistic tree.

layer of complexity—the likelihood that the potentially fa-
tal problem can be prevented by therapy or detected and
treated in time (o prevent a fatal outcome. That likelihood
is presumably greater if the patient is admitted o the hos-
pital; if not, then hospitalization has no benefit, and no un-
certainty exists about the right decision, which is to send
the patient home.

In this more elaborate tree, the new set of chance nodes
reflect the different probabilities. The chance nodes indi-
cate the probability that a potentially fatal complication is
destined to develop. This probability is independent of the
decision; its likelihood is not influenced by the decision to
admit the patient. This concept—that the decision does not
affect the likelihood that a patient already has a particular con-
dition—is essential to understanding decision analysis. If
the patient is not destined to have a life-threatening com-
plication, then the patient will survive whether admitted to
the hospital or treated at home.

FILLING IN THE DECISION TREE

After the tree structure has been outlined, the next step in
a decision analysis is to assign probabilities to the various
branches leaving each chance node. The total probability
at each chance node must sum o 100%. These probabili-
ties can be obtained by a thorough review of the litera-
ture, from original data, or by asking experts. Although
the most valid estimates of the effects of treatment are ob-
tained from trials, these are not available for many deci-
sions. Indeed, one of the strengths of formal decision
analysis is that it is useful when a randomized trial is not
practical or available.

In the example, let us arbitrarily assume that the likeli-
hood that a life-threatening problem would have devel-
oped is 5%; thus, the likelihood that such a problem would
not have developed is 95%. Next, one must estimate the
likelihood of preventing or detecting and successfully treat-
ing this problem both at home and in the hospital. Let us
assume that this likelihood is 80% if the patient has been
hospitalized but only 509% if the patientis at home.

Numeric values must now be assigned 1o each out-
come. These values are called wiilities. For convenience,
the best outcome (in this case, alive and at home) is usu-
ally assigned 100 points, and the waorst outcome (in this
case, dead) is assigned zero points. But how should the
utility of the outcome of "alive and in the hospital” be
valued? Some “disutility” must be assigned to hospitaliza-
tion; otherwise, the best decision would be to hospitalize
everyone, no matter how small the probability of the de-
velopment of a life-threatening problem. This disutility
results from the cost and inconvenience of hospitalization
and from the possibility that the patient will suffer a hos-
pital-related complication. Arbitrarily, let us assume that
admission to the hospital for a condition that could have
been managed on an outpatient basis has a disutility of
two points; thus, the outcome of “alive and admitted” is
worth 98 (100 ~ 2) points.

An important question to ask before assigning utilities
is, "Whose utility?” Usually, the perspective for a clinical
decision analysis is that of the patient. For example, a
physician may view a death that occurs at home as being
worse than a death that occurs in the hospital (in the sense
that the death at home might have been avoidable had the
patient been admitted). From the perspective of the pa-
tient, however, it is usually reasonable to assume that a

i
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fatal outcome has the same utility whether or not the pa-
tient was hospitalized.

ESTIMATING THE UTILITY OF EACH
DECISION

After completing the anatomy of the tree and estimating all
the probabilities and utilities (Figure 7.4), the decision ana-
lyst must determine the expected utility of each alternative
decision. The expected utility of a decision is the average util-
ity of all the possible outcomes of that decision, weighted by
the likelihood of arriving at each outcome. The decision with
the greatest expected utility is the best decision.

This process begins at the most distal nodes of the de-
cision; the expected values at these nodes are determined
by multiplying the utility of each outcome by the proba-
bility of the twig leading to that outcome. Then one sums
the expected values of each twig. For example, a 20%
chance of an outcome that is worth zero points and an
80% chance of an outcome that is worth is 100 points has
an expected value of 80 points, or (20% X 0) + (80% X
100). This value becomes the expected utility of that
chance node, which is then multiplied by the likelihood
of arriving at that chance node. The process progresses
centrally (from right to left) until the expected values of
the original decisions, at the base case for the probabilities
and utilities, are determined. In this example (see Figure
7.5), the decision to treat the patient at home results in an
expected utility of 97.5, whereas admission to the hospi-
tal has an expected utility of 97.02 when using the base
case assumptions about probabilities and utilities. Thus,
the analysis indicates that treating the patient at home

Admit to hospital?

No %

_ Hospitalized, alive = 98

will have a marginally (less than a half point) greater ex-
pected utility.

SENSITIVITY ANALYSIS

The decision analyst next varies the assumptions in the
mode] to determine how these changes affect the expected
utilities of alternative decisions. This process is known as
sensitivity analysis because its purpose is to determine
whether the value of a decision is sensitive to the assump-
tions. Decisions that are not greatly affected by a probabil-
ity or utility are said to be robust to that assumption.
Sensitivity analyses alter the probabilities at each chance
node as well as the utilities through a reasonable range. If
only one assumption is varied, the process is known as a
one-way sensitivity analysis. If several probabilities and
utilities are varied simultaneously, these are called. for ex-
ample, two-way or three-way analyses. Sensitivity analyses
are especially important when the model contains several
critical variables and there is disagreement about what the
base case values should be.

One potentially confusing aspect of most sensitivity
analyses is that the expected utilities of alternative deci-
sions usually decline as the probability of an adverse out-
come increases (Figure 7.6). For example, the value of ad-
mitting a patient with chest pain and the value of treating
the patient at home both decline as the probability in-
creases that a life-threatening complication will develop.
That is because complications are usually a result of severe
disease; even patients who are hospitalized may have ad-
verse outcomes. However, a comparison of the expecied
values of the two choices shows that as the likelihood of

Yes | Hospitalized, alive = 98

Dies in hospital = 0 ;

Yes Home, alive = 100

(0.50) Dies at home = 0

Home, alive = 100

Figure 7.4 The tree with probabilities and utilities added.
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Yes Hospltalized, alive = 98

Dies in hospital = 0

Home, alive = 100

Dies at home = 0

Home, alive = 100

Figure 7.5 The tree with expected utillties {elongated ovals) added.

complications increases, the difference between the two
therapies becomes more favorable 1o admission as the two
lines diverge.

The point at which the expected values of alternative de-
cisions are identical is the toss-up (5). In the example, this
occurs when the probability of a complication is 6.6%.
When the probability that the patient has a life-threatening
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Probabllity of lite-threatening complication

Figure 7.6 One-way sensitivity analysis of expected utilities of
treating at home or admitting to the hospital, as a function of prob-
ability of life-threatening complication.

condition is less than 6.6% (e.g.. a 5% risk, as in the base
case assumptions), treatment at home is preferred, albeit
not by much. At probabilities greater than 6.6%, hospital-
ization is the better decision.

SETTING UTILITIES

One of the most difficult aspects of decision analysis is set-
ting the utilities for the expected outcomes (6-9). Some-
times the utilities are obvious—for example, if there are
only two of them (such as life and death). At other times,
the utilities can be set in years of life expectancy under al-
ternative decisions, such as survival with medical or surgi-
cal therapy in patients with left main coronary artery dis-
ease. However, for many situations, it is necessary to
determine the utilities for one or more intermediate out-
comes by using some sort of scale~-the higher the utility,
the greater the value to the patient.

Consider the following example. You are trying to help
a patient determine whether 10 have femoral-popliteal
artery bypass surgery for claudication. The patient is able to
walk one block on level ground. The condition has been
stable for the past year, during which time the patient has
quit smoking,. If the surgery is successful, the patient will be
able 10 resurne previous activities—walking several blocks
a day-—without pain. This is the best outcome, and it is as-
signed 100 points. The main complication of surgery is pe-
rioperative death. This is the worst outcome, and it is
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Figure 7.7 The linear utility scale.

assigned zero points. Assume that surgery is otherwise
without problems. The utility that needs to be determined
is that of the intermediate outcome—Dbeing “able to walk
one block on the level.”

One way o set this utility is to ask the patient, “On a scale
of zero (death) to 100 (able to walk without pain for several
blocks), how would you rate the current situation, with lim-
ited activity? Place a mark on the line that indicates your
choice” (Figure 7.7). This is then the patient’s utility.

Another way of assessing utilities is known as the stan-
dard gamble (Figure 7.8), in which the patient is offered two
hypothetical scenarios. The first scenario is the intermedi-
ate outcome (e.g., living with claudication). The second in-
volves balancing a chance of the best outcome (revascular-
ization and pain-free ambulation) against the alternative of
the worst outcome (death). When the chance of the best
outcome is low enough that the patient has a difficult time
deciding which scenario is more attractive, you have deter-
mined the utility of the intermediate outcome. This can be
portrayed as a simple decision analysis to determine the
probability of surviving a successful procedure that would
make the decision a toss-up.

The patient needs to estimate the chance of surviving the
procedure that would make the decision a difficult one (a
toss-up). At that probability (P), the patient has deter-
mined the utility of the intermediate outcome because P X
100 + [1 — P} X 0 = claudication utility. One can estimate
this probability by beginning with a very high likelihood of
surviving surgery and reducing it until the patient no longer

{( utility =P x100 )

Choose risky procedure?

chooses surgery. (“Suppose that surgery could restore your
walking back to several blocks without discomfort. Would
you choose to undergo surgery if the chance of surviving
was 999,999 in a million? 999 in 1,0007 99 in 100? 49 in
507 1in 10?7 1 in 22") Alternatively, one can begin with a
low surgical risk and increase it. ("Would you choose
surgery with a risk for death of 1 in a million? 1 in 1,0007
1in 100? 1in 507 1in 10?1 in 22") If a patient is willing 1o
take no more than a 1 in 20 chance of dying at surgery (at
least a 95% chance of a good outcome), that implies that
the patient has assigned the value of 0.95 to the utility of
living with claudication.

Utilities derived from the standard gamble tend to be
greater than those estimated using a linear scale; interme-
diate outcomes such as claudication tend to cluster close to
those for good health. This happens because patients are
risk averse and especially because they are death averse.
Many are not willing to risk death to improve their current
condition,

The standard gamble assumes that patients value a 93%
chance of a perfect outcome the same as a 100% chance of
an outcome that has a utility of 0.95. Some patients, how-
ever, may not like the uncertainty of not knowing and pre-
fer a sure thing, even to the point of overvaluing it.

Ofien, utilities obtained from a linear scale or the stan-
dard gamble combine with life expectancy to yield quality-
adjusted life-years (QALYs, pronounced “qwallies”). If
claudication has a utility of 0.9, then the outcome of “alive
for 10 years with claudication” would be equivalent to nine
quality-adjusted life-years; so would nine years in perfect
health (with a utility of 1.0) or 20 years with a health con-
dition that had a utility of 0.45.

Another way to set utilities is by making time trade-oifs
to estimate the utility of a year of life in the intermediate
state. In this method, the patient is asked to balance time in
the current situation with time in a state of perfect health.
For example, patients are asked whether they would be

Best outcome = 100

Worst outcome = 0

Intermediate outcome = ?

Figure 7.8 The standard gamble.




willing to trade 10 years of life with claudication for Y years
of “revascularized” life (and death immediately thereafier).
In this situation, patients are estimating the quality of life
with claudication (e.g., on a scale of 0% to 100%):

100% X Y Years
= Quality of Life with Claudication % 10 Years

If a patient chooses eight years, this indicates that the cur-
rent quality of life is 80%:

80% % 10 Years = 100% X 8 Years

In general, time trade-offs give values for utilities that are be-
tween those of a linear scale and those of a standard gam-
ble. This occurs because patients, especially young patients,
tend to devalue time given away in the future. They are more
willing to give some away for the chance of feeling better.

Setting utilities from other perspectives can yield differ-
entresults in a decision analysis. From the perspective of an
insurance company or an overworked physician, admitting
a patient to the hospital for five days of treatment for pneu-
monia has a major disutility, whereas from the patient’s
perspective, it may have only a minor disutility (or even
none at all). Physicians may not value quality of life with a
disability, such as the need for long-term dialysis, as highly
as patients themselves do.

EVALUATING PUBLISHED DECISION
ANALYSES

Before accepting the validity of a decision analysis, one must
determine whether it is relevant to the clinical situation.
First, are the alternative decisions actually available, or do
they involve specialized or unavailable tests or procedures?
Second, are the probabilities—both of outcomes and of the
effects of treatmeni—valid in the particular clinical situa-
tion in which you find yourself? Were they based on refer-
ral populations! Were there other important differences,
such as in age, gender, race, or stage of disease, in compari-
son with patients for whom you care? Were the relevant out-
comes considered, and were they valued appropriately?

A well-performed decision analysis should also provide
the exact structure of the decision tree that was used. If you
cannot re-create the calculations involved in a complex
model, then it is difficult to be certain that the authors did
them correctly. A decision analysis that is not explicit about
the tree structure can hide many branches and may have ar-
rived at the wrong results.

Published analyses should provide the values for each
probability for the base case and the ranges of probabilities
for the sensitivity analyses, as well as references to the
sources of probabilities. More importantly, an analysis
should verify their relevance to the clinical situation. A de-
cision analysis, for example, that concludes that anticoagu-
lation is always the best course of action for patients with
atrial fibrillation who have a risk for bieeding that varies
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between 1% and 10% a year would not be relevant for a pa-
tient who has had three gastrointestinal hemorrhages in the
previous month.

Utilities should be appropriate. They are often set arbi-
trarily or by consulting with a few physicians, and thus they
bear little resemblance to what patients might say. Bear in
mind that most patients value life, even with disability or
disease, highly, and that short-lived events (such as hospi-
talization) have only a minor effect on the quality of life for
an entire year.

The advantages of decision analysis—that it requires an
explicit structure of the decision, that probabilities and util-
ities must be estimated, and that a point of view must be
adopted—also point to some of its key disadvantages.
These requirements are time consuming and often not
practical when a decision must be made in real time. How-
ever, formal decision analyses are available for many com-
mon clinical decisions, and many have been done well
(1-4). The process of decision analysis, by highlighting the
key uncertainties, may suggest areas in need of research.
Many difficult decisions are toss-ups, and the process of de-
cision analysis reminds clinicians of the importance of pa-
tient preference in these circumstarices. Small changes in
the utility of an outcome, such as a preference not to un-
dergo an invasive diagnostic test, may greatly affect the pre-
ferred decision.

KEY POINTS

m Decision analysis is a formal method of evaluating clini-
cal decisions made under circumstances of uncertainty.

@ The process assumes that it is possible to rank outcomes
from best to worst and 10 assign them numeric values,
called utilities.

® The expected utility of a decision is determined by mul-
tiplying the utilities of each possible outcome of that de-
cision by the likelihood of reaching that outcome.

a The best decision is the one that leads to the greatest ex-
pected utility.

a A decision is a toss-up when the expected utilities of al-
ternative choices are similar.

m Sensitivity analyses determine the effects of changes in
the assumptions of a decision analysis on the expected
utilities.

m Different methods of setting utilities can result in differ-
ent values.
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