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Binary response model

Random effects probit (xtprobit)

Probit case: Assume v}, = 2,5 + €t

Assuming &;; ~ N(0,1) i.i.d we get the usual probit model that can be es-
timated by MLE.

If we have a one factor error, €;;, we have: ¢;; = a; + vy

To find a MLE, we need to make some extra assumptions on the distur-
bances, that will give us the random effects probit model:

1. y;kt = .CC;tﬁ + Eit = Cligtﬁ + Q; + Vit with Yit = 1y;kt>0.
2. ;| X ~ N(0,02) i.i.d over i.
3. vi| X, a; ~ N(0,1) i.i.d over i and t.

Rk. 1 Assumptions 2 and 3 imply that the correlation between two dis-
turbances of the same individual is constant over time. This is sometimes
called an equi-correlation assumption. Assumption 2 is the random effects
assumption. It states that the distribution of «; conditional on X does not

depend on X.
Rk. 2 Here the panel data is balanced. So we can write: E(ee’'|X) = [, ® Q2
I »p
where Qryr = (14 02). , with p = 11%2 .
p 1

Then, P(yy; = 1|X, ;) = ®(z},8 + ;) by Al and A3.

Thus, P(yit = 1|zit) = [ ®(2},8 + @) falz, (a)da.

Or, P(yir = lzi) = [ ®(2},8 + a) fala)da by A2.

Thus P(yi = 1|ai) = [ ®(a}, + o) 7= )da by A2.

However, in general, P(y;1, ..., yir| Xi) # [ [; P(yit|zit)

As conditional on X, the random part of the y;;s are the ¢;; = a; + v which
share the same «;.

Hence we have to apply the same argument to the likelihood of all the ob-
servations of an individual, 4:

P(yi1, - yir|zi, o) = P(yilzi, ;) = T, P(yitlxi, o) = T1; P(yielzie, i) by
A3.

So, P(yilzi) = [T P(yitlzi, @) fajz, (@)dae = [ T1, P(yit|zs, @) fa(a)do by
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A2.

And, P(yila) = [ TL Plyslai, 0) = p(2)da by A2.

Note that by A3, we have: P(y;|zit, o) = ® (2}, f+a)¥it (1—®(z},B+a)) Vit
Thus, we obtain the likelihood for the full sample:

L(yi,...;ynl21, oy xn) = [[; P(yilx;) by A2 and A3.

Ly, s ynlzts oy ) = T [ 11 P(yirlwie, @) Jp(2)de

Under the assumptions of the random effects probit (one factor model), this
is a parametric and fully efficient estimator. We obtain estimators of 5 and
0q. The estimator 6, can be used to test the presence of individual specific
effects, a;, under the random effects assumption.

Extension to ARMA errors
Now we assume:

1.y}, = a8 +en = 25,0+ o + vy with y = Ly >0
2. ;| X ~ N(0,02) i.i.d over i.
3. vig| X, a; ~ ARM A(p, q).

vit| X, a; ~ ARM A(p, q) means that:
Vit = ), Qp-Vit—p + D, Vq-Git—g Where G are iid over i and ¢.
We get a general likelihood:

bit
L:H?l(// ---/fETi(Eila--wgiTi)-d‘STi)
it

T; integrals
where if y;; = 1 then a; = —2,8 and by = +oc.
while if y; = 0 then by = —2/,6 and a;y = —o0.
The integral does not simplify in this case because of the temporal relation-
ship between the transitory shocks v;;. We have to use simulation based
methods.

We can used SML, simulated maximum likelihood:

1. The parameters of interest are (x4 ptq+1)x1 = (6,V',7,04)"

2. We maximize ﬂ(Q,{E) =1/nd" In(l(y;, 0, R)) where R is the number
of simulations and [ the simulated likelihood.

3. We first draw R, T x 1 uniform random vectors ,. We will keep fixed
these vectors in all the following process.

4. Let 8% be the value of the parameters at iteration k. To obtain L we
proceed as follows:



e From our assumptions about the pdf of € and our parameters’ val-
ues, 0F) we get the simulated disturbances: 51(7;) = F_'(ay, 6™).

This gives us: gjz* gn) and gj(")

,r "

e Using the R simulations we get: I(y;, 0", R) for each i and we
compute L(6™, R).

5. We iterate step 4 among the possible values of # to maximize the
simulated log-likelihood.

Random effects tobit

We assume:

Yip = TyB + e = 2B+ i + vy
Yit = Ly >0 * Y,

By the same arguments as before we have:
fyilXs) = ff(?/i|Xi704)‘fa(Oé|Xi)d0<

Assuming a;|X ~ N(0,02) i.i.d over i, this becomes:
f(yil Xs) ff yz|Xz7a) *90( )dO‘
Assumlng vit| X, a; ~ N(0, ) 1.i.d over i and t, we get:

FilXa) = [ 11, f (il o )U (5 )do

e

o If y;y = 0 then f(yit|zi, @) = @(M)

(%

(yn—$%5—a)

Oy

o If yir > 0 then f(yit|zi, ) = U%gp

By independence of the observations over the individuals ¢ we get the like-
lihood as:

L =T f il Xa) =TT [ 1T f (Wielie, @) 5055 ) dal.



