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The question

A policymaker learns (or decides) today that at a future date an
aggregate change will happen. Can communicate this to the
public right away, at the date of the event, or anytime in
between. But can only do so imperfectly, and agents have to
devote limited attention to learn more. When should the
policymaker make the announcement?

I The private trade-offs in allocating attention.

I The public trade-off with increasing precision of
announcement and strategic complementarities.



Motivation / applications

1. Central bank communication: Blinder et al “Over the last
two decades, communication has become an increasingly
important aspect of monetary policy. These real-world
developments have spawned a huge new scholarly literature
on central bank communication—mostly empirical and
almost all of it written in this decade.”

2. Social policy: implementation of changes in public services
or intervention in a neighborhood.

3. Legal theory: delay between proposal of a law and when it
comes into effect.

4. The switch to digital TV.
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2. The model



The model: agents

I t ∈ <+
0 , agents i ∈ [0, 1] maximise:

Wi = Ei0
[∫ ∞

0
e−ρtEit [ait − ωuit − αrt − (1− α)at]

2 dt

]

I Individual circumstances uit.

duit = −ηuitdt+
√
φBit with

∫
uitdi = 0

I Aggregate regime rt.
I r0 = 0 all know it. With probability p, may change to a

draw from N(0, σ2).
I Policymaker knows at 0 that from T onwards, rt = r 6= 0.

I Aggregate actions at =
∫
aitdi



The model: announcements

I Policymaker chooses announcement date τ ∈ [0, T ].

I Statement that (i) there is a new regime, (ii) its value is r.
I But each agent has limited attention, or noisy channel.

I Announcement leads to perception that r is normal and
variance falls from σ2 to:

Eit (r − Eitr)2 = σ2e−µτ .

I Assumption: Only one signal and µ> 0, so as get closer to
event, can be more precise.

I Policymaker problem: choose τ to max
∫ 1
0 Widi.



Timeline and policy announcements



The model: private attention

I Information on fundamental ft = (rt, uit) is normal signals
zt:

dzrit = rtdt+
√
θritdB

′
it,

dzuit = uitdt+
√
θuitdB

′′
it.

I As in “rational inattention”, signals are smooth, normal,
agents choose θrit and θuit.

I Information constraint is the change in entropy:

H(f t)−H( f t
∣∣ zt) =

∫
ln

(
dPfz

d (Pf × Pz)

)
dPfz ≤ kt.



3. The competitive equilibrium



Equilibrium actions

I Optimal (ait, θ
r
it, θ

u
it) conditional on (zris, z

u
is, wiτ )0≤s≤t and

τ ∈ [0, T ].

I Equilibrium in actions follows from certainty equivalence.
For t < T , we have at = 0, while for t ≥ T :

at = γtr,

γt =
αδt

1− δt + αδt
,

δt ≡ 1− e−µτ−
∫ t
τ (ν

r
s/θ

r
s)ds.

I Two features:

I Incomplete reaction: γt < 1.
I Payoff externality: Agents take γ as given, but more

attention (θrt lower) implies higher γ, implies r gets higher
weight on payoffs through at.



Attention allocation problem

I From date T on, let vrit and vuit denote posterior variances

V ∗(vriT , v
u
iT ) = max

xit,yit

{
−
∫ ∞
T

e−ρ(t−T )
[
ω2vuit + [(1− α)γt + α]vrit

]
dt

}

I Constraints, from Kalman-Bucy filter:
v̇rit
vrit

= −v
r
it

θrit
≡ −xit ≤ 0

v̇uit
vuit

=
φ

vuit
− 2η − vuit

θuit
=

φ

vuit
− 2η − yit.

I Duncan (1970) result:∫
ln

(
dPfz

d (Pf × Pz)

)
dPfz =

1

2

∫ t

0
(xis + yis) ds.



Attention allocation after an
announcement

max
{xit,yit}

{
−
∫ T

τ
e−ρ(t−τ)ω2vuitdt+ e−ρ(T−τ)V ∗(vriT , v

u
iT , T )

}

v̇rit
vrit

= −xit and
v̇uit
vuit

=
φ

vuit
− 2η − yit

xit + yit ≤ 2k and xit ≥ 0, yit ≥ 0

I Value function U∗(vriτ , v
u
iτ , τ)

I Note that no disutility from vrit right now, only from vriT in
the future.



Attention allocation before an
announcement

I In principle, need to solve for Perfect Bayesian Equilibrium,
where agents are updating their probability that there has
been a change in regime conditional on no announcement.

I Assumption: p→ 0, before an announcement, agents
thought regime switch was highly unlikely. Then, before
announcement, t ∈ [0, τ), x∗it = 0.

I Conjecture: Assuming p < p̄ is enough to generate x∗it = 0



Main result

Dynamic allocation of attention boils down to optimal control.



4. Solving the attention problem



Attention allocation after T



The phase diagram, after T



Attention to the aggregate regime
after T
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Attention after the announcement



Attention after early announcement
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Four properties of attention

1. At date T , all attention is devoted to the aggregate regime:
xT = 2k

2. If τ → 0, then xτ = 0 and becomes positive only at some
date τ <t∗< T .

3. The date t∗ at which pay attention to the regime comes
earlier as there is more: total attention (k), uncertainty
about the regime (σ2) importance of the regime (ω−1), and
patience (ρ−1).

4. In interior, attention to the aggregate regime is weakly
increasing over time.



Dynamics of uncertainty for early
announcement
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With strategic complementarities

I Solution has to be numerical because optimal control
problems no longer time-invariant.

I Can prove one result: For α close to 1, stronger strategic
complementarities induce more attention to the aggregate
regime. For α ≤ 1, the optimal t∗ is earlier.

I Intuition: with strategic complementarities, agents want to
do what others are doing. This leads them to want to know
what others know. They devote too much attention to the
aggregate regime.



The DTV transition
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Government makes life harder...
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Working it through the model



5. The announcement problem



Announcement problem

Definition: The announcement problem is to choose τ ∈ [0, T ]
to maximize:

W = −ω2vu∗

(
1− e−ρτ

ρ

)
+ e−ρτU∗(σ2e−µτ , v∗u, τ)

First order condition:

−ω2v∗ue
−ρτ̂ + e−ρτ̂

[
∂U∗

∂t
− ∂U∗

∂σ2τ

(
µσ2e−µτ

)]
= 0



Properties of the solution

Result 1:If α = 1 and µ→ 0, then τ∗ = t∗. Full disclosure not
optimal if it will be ignored. And recall that t∗ is decreasing in
k, σ2, ω−1, and ρ−1.

Result 2:As µ increases, τ∗ increases, so there is a range [t∗, τ∗]
when agents are curious but policymaker keeps mum.

Result 3:With α < 1, too much attention to announcement,
incentive to delay τ∗.



6. Extensions



Three simple extensions

I If r = 0, do not make announcement. Unnecessary
announcements confuse people.

I If can affect r, then move it to r = 0. If can fix it, do it,
don’t talk about it.

I If a rumor starts, then quash it immediately with an
announcement.



Extending the model of attention

In the basic model, only learn about rt and uit.

I One extension: third use of attention, entering additively
objective function as Wit + g(wit) with xit + yit +wit ≤ 2k.

I Another extension: learning from other sources. If third
activity gives information about aggregate regime, just
orthogonalize.

I Higher prior probability of a change p ≥ p̄. Then have to
keep track of posterior probability conditional on no
announcement.



Policy signals/actions beyond
announcements

In basic model, could only give a signal once and for all

I Multiple policy signals, every instant in [τ, T ], their total
effectiveness being still e−µτ .

I Public noise in public signal. Then global game. If α = 1,
no change, otherwise only role of α changes.



7. Conclusion



Conclusion

I When should a policymaker make an announcement about
an impending change that will affect everyone?

I Four contributions

1. Suggest a new question.

2. Develop methodologically rational inattention problems in
continuous time.

3. Propose a limited-attention answer. Focus on private
attention trade-off, increased precision of announcements,
and on strategic complementarities and over-attention.

4. Predictions on life-cycle of attention by solving
rational-inattention continuous-time problem.


