
A. Vector and affine spaces

This appendix reviews basic facts about vector and affine spaces, including the notions
of metric and orientation. To a large extent, the treatment follows Malament (2009).

A.1. Matrices

Definition 34. An m ⇥ n matrix is a rectangular table of mn real numbers Aij, where
1  i  m and 1  j  n, arrayed as follows:

0

BBBB@

A11 A12 · · · A1n

A21 A22 · · · A2n
...

... . . . ...
Am1 Am2 · · · Amn

1

CCCCA
(A.1)

�

The operation of matrix multiplication is defined as follows.

Definition 35. Given an m ⇥ n matrix A and an n ⇥ p matrix B, their matrix product AB
is the m ⇥ p matrix with entries (AB)i

k, where

(AB)i
k = Ai

jBj
k (A.2)

�

Note that this uses the Einstein summation convention: repeated indices are summed
over.

Definition 36. Given an m ⇥ n matrix Ai
j, its transpose is an n ⇥ m matrix denoted by

Ai
j, and defined by the condition that for all 1  i  m and 1  j  n, Ai

j = Ai
j, �

An element of Rn can be identified with an n ⇥ 1 matrix; as such, an m ⇥ n matrix A
encodes a map A : Rm ! Rn. Such a map is linear, in the sense that for any xi, yi 2 Rm
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and any a, b 2 R,
Ai

j(axj + byj) = a(Ai
jxj) + b(Ai

jyj) (A.3)

And, in fact, any linear map from Rm to Rn corresponds to some matrix.
It follows that a square matrix—one that is an n ⇥ n matrix, for some n 2 N—can be

identified with a linear map Rn ! Rn.

Definition 37. Given a square n ⇥ n matrix Ai
j, the determinant of Ai

j is

det(A) = Â
�2Sn

 
sgn(�)

n

’
i=1

Ai
�(i)

!
(A.4)

where Sn is the permutation group and sgn(�) is the sign of the permutation � (see
Appendix B). �

Definition 38. Given an m⇥ n matrix Ai
r, an n⇥m matrix Br

i is its inverse if multiplying
them together in either order yields an identity matrix: that is, if

Ai
rBr

j = �i
j (A.5)

Br
i Ai

s = �r
s (A.6)

where �i
j is the m ⇥ m identity matrix and �r

s is the n ⇥ n identity matrix. �

Definition 39. A square matrix Ai
j is orthogonal if its transpose is its inverse: that is, if

Ai
j Ai

k = �k
j (A.7)

�

A.2. Vector spaces

Definition 40. A (real) vector space V consists of a set |V|, equipped with a binary opera-
tion + : V ⇥V ! V (addition), a unary operation � (additive inversion), an operation
· : R ⇥V ! V (scalar multiplication), and a privileged element 0 2 V (the zero vector),

98



such that the following conditions are obeyed (for any ~u,~v, ~w 2 V and a, b 2 R):

~u +~v = ~v + ~u (A.8)

~u + (~v + w) = (~u +~v) + w (A.9)

~u + 0 = ~u (A.10)

(�~u) + ~u = 0 (A.11)

a · (b · ~u) = (ab) · ~u (A.12)

1 · ~u = ~u (A.13)

a · (~u +~v) = a · ~u + a ·~v (A.14)

(a + b) · ~u = a · ~u + b · ~u (A.15)

�

We will often write a~u instead of a · ~u.
Given a set of vectors S ✓ |V|, the vectors in S are linearly dependent if there exist

~v1, . . . ,~vk 2 S and a1, . . . , ak 2 R such that a1~u1 + · · · ak~uk = 0; otherwise, they are
linearly independent.

Definition 41. A basis for V is a set B of linearly independent vectors such that for every
~v 2 V, there exist ~v1, . . . ,~vk 2 B and a1, . . . , ak 2 R such that a1~v1 + · · ·+ ak~vk = ~v. �

From now on, we assume that any vector space V we consider is finite-dimensional:
that is, that there exists a finite basis B of V. For such a vector space, there is some
natural number n such that every basis of V contain n elements; we say that n is the
dimension of V, and denote it by dim(V).

Definition 42. Let V be an n-dimensional vector space, and let {~e1, . . . ,~en} be a basis
for V. Given any ~v 2 V, the components of ~v are the (unique) numbers v1, . . . , vn such
that

~v = vi~ei (A.16)

�

It follows that relative to a choice of basis, an n-dimensional space may be identified
with Rn, and so with n ⇥ 1 matrices.

Definition 43. Given a vector space V, a subspace of V is a vector space W such that
|W| ✓ |V| and the vector-space structure on W is the restriction of the vector-space on
V to W. �
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Definition 44. Let W be a subspace of V. Two vectors ~v1,~v2 2 V are equivalent modulo
W if (~v2 � ~v1) 2 W: that is, if there is some ~w 2 W such that ~v2 = ~v1 + ~w. Let the
equivalence class of ~v be denoted [~v]. �

Definition 45. Let W be a subspace of V. The quotient of V by W is a vector space V�W,
defined as follows. The underlying set is the partition of V by equivalence modulo W:
i.e. the elements of V�W are equivalence classes [v]. Addition and scalar multiplication
are defined as follows:

[~v1] + [~v2] = [~v1 +~v2] (A.17)

a[~v] = [a~v] (A.18)

It is straightforward to verify that these definitions do not depend on the choice of
representative. �

Definition 46. Let V and W be two vector spaces. The direct sum of V and W, denoted
V �W, is the vector space defined as follows: its underlying set is V ⇥W, and addition
and scalar multiplication are defined pointwise:

(~v, ~w) + (~v0, ~w0) = (~v +~v0, ~w + ~w0) (A.19)

a(~v, ~w) = (a~v, a~w) (A.20)

It is straightforward to show that V �W is a vector space (and that if V and W are finite-
dimensional, that dim(V �W) = dim(V)+dim(W)). The element (~v, ~w) of V �W will
be denoted by ~v � ~w. �

Proposition 14. For any vector spaces V and W, V and W are both subspaces of V �
W.

Definition 47. Let V and W be vector spaces. A linear map is a map f : V ! W such
that for any ~u,~v 2 V and any x 2 R,

f (~u +~v) = f (~u) + f (~v) (A.21)

f (x · ~u) = x · f (~u) (A.22)

�

Given bases on V and W, and hence an identification of V with Rm and W with Rn

(where m = dim(V) and n = dim(W)), a linear map f : V ! W may be identified
with an n ⇥ m matrix Fi

j.
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Definition 48. A linear map f : V ! W is a linear isomorphism if it is invertible. �

Definition 49. Given an invertible linear map f : V ! V, the determinant of f is the
determinant of the matrix Fi

j that represents f relative to any basis B of V. �

It can be shown that the determinant is independent of the choice of basis, so this
definition is well-formed.

Proposition 15. Given a basis B of V, if linear maps f , g : V ! W agree on B (i.e. if
f (~v) = g(~v) for all ~v 2 B), then f = g.

Proposition 16. Given two ordered bases B = h~e1, . . . ,~eni and B0 = h~e01, . . . ,~e0ni of V,
there is a unique linear map f : V ! V such that~e0i = f (~ei) for all 1  i  n.

Definition 50. Given a vector space V, an inner product on V is a non-degenerate, bi-
linear, symmetric map h , i : V ⇥ V ! R: that is, a map such that

h~u,~vi = h~v,~ui (A.23)

h~u, a~vi = ah~u,~vi (A.24)

h~u,~v + wi = h~u,~vi+ h~u, wi (A.25)

If ~u 6= 0, then for some ~v 2 V, h~u,~vi 6= 0 (A.26)

�

A vector space equipped with an inner product will be referred to as an inner product
space.

Definition 51. Given an inner product space V, two vectors ~u,~v 2 V are orthogonal if
h~u,~vi = 0. �

Definition 52. Given an inner product space V, a basis B of V is orthonormal if for all
~u,~v 2 B,

h~u,~vi2 =

8
<

:
0 if ~u 6= ~v

1 if ~u = ~v
(A.27)

�

Given an orthonormal basis B of V, the signature of V is the pair (n+, n�), where
n+, n� 2 N, such that there are n+ elements u 2 B such that hu, ui = 1, and n�

elements u 2 B such that hu, ui = �1. Evidently, n+ + n� = dim(V); moreover, one
can show that the signature of V is independent of what orthonormal basis is chosen.
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Definition 53. An inner product on a vector space V is positive definite if h~v,~vi � 0 for
all ~v 2 V; equivalently, if its signature is (dim(V), 0). �

Definition 54. Given an inner product space V, a linear automorphism f : V ! V is
an orthogonal map if it preserves the inner product: that is, if

h f (~u), f (~v)i = h~u,~vi (A.28)

�

Definition 55. Let V be a vector space, and let B and B0 be two ordered bases of V. B
and B0 are co-oriented if the linear automorphism of V taking B into B0 (see Proposition
16) has positive determinant. �

Proposition 17. Co-orientation is an equivalence relation on the set of ordered bases of
V, with exactly two equivalence classes (if V is non-empty).

Definition 56. An orientation on V is a choice of equivalence class of co-oriented or-
dered bases on V as the set of right-handed ordered bases; the other equivalence class
is referred to as the set of left-handed ordered bases. A vector space equipped with an
orientation is said to be an oriented vector space. �

A.3. Affine spaces

Since a vector space is a group, we can form the principal homogeneous space of a
vector space. Such a space is known as an affine space.

Definition 57. Let V be a vector space. An affine space V is a set |V| equipped with a
free and transitive action a 7! a + ~v of V: that is, for any a, b 2 V there is a unique
~v 2 V such that

b = a +~v (A.29)

We will use (b � a) to denote this unique vector. �

Proposition 18. If W is a proper subspace of V, then the action of W on V is free but
not transitive.

Proposition 19. If W is a subspace of V, then the quotient U = V�W is an affine space
with associated vector space U = V�W.
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Proof. We define the action of U on U as follows. Let ~u 2 U and x 2 U : thus y = [x],
for some y 2 V , and ~u = [~v], for some ~v 2 V. Then define

x + ~u := [y +~v] (A.30)

First, we need to check that this is well-defined, i.e. that it is independent of the choice
of y and ~v. So let y0 and ~v0 be such that y0 = y + ~w and ~v0 = ~v + ~w0, for ~w, ~w0 2 W. Then

y0 +~v0 = y +~v + (~w + ~w0) (A.31)

and so (since (~w + ~w0) 2 W) [y0 +~v0] = [y +~v], and so our definition is indeed well-
defined.

Now suppose that x1, x2 2 U , with x1 = [y1] and x2 = [y2] for y1, y2 2 V . Since the
action of V on V is free and transitive, there is a unique ~v 2 V such that y2 = y1 +~v.
Let ~u = [~v]. Then:

x1 + ~u = [y1 +~v]

= x2

So the action of U on U is transitive. Furthermore, if x2 = x1 + ~u0, i.e., [y2] = [y1 +~v0]
(for some ~v0 2 V such that [~v0] = ~u0), then y2 = y1 + ~v0 + ~w for some ~w 2 W; so
~v = ~v0 + ~w, and hence ~u0 = [~v0] = [~v] = ~u. So the action of U on U is free.

Definition 58. Let V and W be affine spaces, with (respective) underlying vector spaces
V and W. The product affine space V ⇥W is the affine space whose underlying set is
|V|⇥ |W| and whose associated vector space is V � W, where the action of V � W on
|V|⇥ |W| is given by

(~v + ~w)(x, y) = (x +~v, y + ~w) (A.32)

�

Structures on an affine space’s associated vector space can be ‘transferred’ to the
affine space, as the following two definitions indicate.

Definition 59. A metric affine space is an affine space V whose associated vector space
V is an inner product space. �

A metric affine space carries a notion of distance: given any two points x, y 2 V , the
distance between them is |y � x|.
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Definition 60. An oriented affine space is an affine space V whose associated vector space
V has an orientation. �

A.4. Vector calculus on Euclidean space

Throughout this section, let X be an oriented Euclidean space: that is, a three-dimensional
affine space whose associated vector space X is equipped with a positive-definite met-
ric and an orientation.

Definition 61. A vector field is a smooth map ~V : X ! X. �

Definition 62. Given a scalar field � : X ! R and a vector ~v 2 X, the directional
derivative (of � along ~v) is a scalar field whose value at any point x 2 X is given by

r~v� = lim
"!0

�(x + "~v)� �(x)
"

(A.33)

�

As a notational special case, suppose that we have introduced a right-handed, or-
thonormal basis h~e1,~e2,~e3i on X. Then the directional derivative r~ei� will be denoted
by ri�. We use this basis to define the operators grad and div; however, these defini-
tions will pick out the same operators if we use any other right-handed, orthonormal
basis.

Given a vector field ~V : X ! X, the components of ~V (relative to this basis) are the
three scalar fields V1, V2, V3 such that ~V = Vi~eii.

Definition 63. Given a scalar field � : V ! R, the gradient of � is a vector field grad(�)
whose components are

grad(�)i = ri� (A.34)

�

Geometrically, the gradient is a vector field whose direction is the direction in which
� is most strongly changing, and whose magnitude is the rate at which � is changing
along that direction.

Definition 64. Given a vector field ~V : X ! X, the divergence of ~V is a scalar field
div(~V) given by

div(~V) = Â
i
riVi (A.35)

�
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Gometrically, the divergence of ~V at a point x 2 X expresses the extent to which x is
a source or a sink for ~V: if the ‘outflow’ of ~V around x exceeds the ‘inflow’, then div(~V)

is positive; if the inflow exceeds the outflow, it is negative; and if inflow is equal to
outflow, then it is zero.

Definition 65. Given a vector field ~V : X ! X, the curl of ~V is a vector field curl(~V)

whose components are

(curl(~V))1 = r2V3 �r3V2 (A.36)

(curl(~V))2 = r3V1 �r1V3 (A.37)

(curl(~V))3 = r1V2 �r2V1 (A.38)

�

Geometrically, the curl of ~V at a point x 2 X expresses the ‘rotation’ of ~V at x: the
direction of curl(~V) is the axis of rotation (using the right-hand-rule), and its magnitude
expresses the amount of rotation.
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B. Group theory

B.1. Groups

Definition 66. A group consists of a set G, equipped with a binary operation ⇤ (of group
multiplication), a unary operation �1 (of inversion), and a privileged element e (the iden-
tity), such that for any g, h, k 2 G:

g ⇤ (h ⇤ k) = (g ⇤ h) ⇤ k (B.1)

g ⇤ e = g = e ⇤ g (B.2)

g�1 ⇤ g = g = g ⇤ g�1 (B.3)

�

We will frequently abbreviate g ⇤ h by gh.

Example 14. Any vector space is a group, with addition as the group operation (and
the zero vector as the identity, and additive inverse as group inverse).

Example 15. The real numbers are a group with respect to addition (with 0 as the iden-
tity and �x as the inverse of x) and with respect to multiplication (with 1 as the identity
and 1/x as the inverse of x).

Example 16. Given a set A, a permutation of A is a bijection f : A ! A. The symmmetric
group of A is the group Sym(A) consisting of all permutations of A, with composition
as the group operation.

Example 17. If a finite set A has n elements, then Sym(A) is denoted by Sn. A trans-
position is a permutation ⌧ 2 Sn that just exchanges two elements: i.e. is such that for
some a, b 2 A where a 6= b, ⌧ (a) = b and ⌧ (b) = a, and for all other c 2 A, ⌧ (c) = c.

Any � 2 Sn can be expressed as a finite composition of transpositions. It can be
shown that if � is expressible as an even number of transpositions, then it is only ex-
pressible as an even number of transpositions; and similarly in case � is expressible as
an odd number of transpositions. Accordingly, � is given a sign sgn(�): if it is an even
number then sgn(�) = +1, and if it is an odd number then sgn(�) = �1.
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Definition 67. Given groups G and H, a (group) homomorphism is a map � : G ! H
such that for any g, g0 2 G,

�(g ⇤ g0) = �(g) ⇤ �(g0) (B.4)

�

Definition 68. Given a group G, a subset H ✓ G is a subgroup of G if H is closed
under group multiplication and inversion: that is, if for all g, h 2 H, g ⇤ h 2 H and
g�1 2 H. �

We can also state this as follows: a subset H of G is a subgroup if e 2 H and H is a
group under the restriction of the operations ⇤ and �1 to H.

B.2. Group actions

Definition 69. Given a group G and set X, an action of G on X assigns every g 2 G to
some bijection g• : X ! X, such that for any g, h 2 G and x 2 X,

(gh)x = g(hx) (B.5)

�

Definition 70. Given an action of G on X, two points x, y 2 X are G-related if the one
can be mapped to the other by G: that is, if there is some g 2 G such that y = gx.
(The proof that this is an equivalence relation is left as an exercise.) A G-orbit in X is an
equivalence class of G-equivalent points of X. �

Definition 71. Given an action of a group G on some set ⌦, the quotient of ⌦ by G is the
set ⌦�G consisting of G-orbits in ⌦. �

Definition 72. An action of G on X is transitive if for any x, y 2 X, there is some g 2 G
such that y = gx. �

In other words, a transitive group action is one such that any two elements of X are
G-related; hence, a transitive group action is one for which there only exists a single
orbit.

Definition 73. An action of G on X is free if for any x 2 X and any g, h 2 G: if gx = hx
then g = h (or, equivalently: if g 6= h then gx 6= hx). �

Thus, a free action is one where distinct elements of G have distinct effects on every
element of X.
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Definition 74. Let X and Y be G-sets. A map f : X ! Y is G-equivariant if for any g 2 G
and x 2 X,

f (gx) = g( f (x)) (B.6)

�

Actions which are both free and transitive are said to be regular, and have the follow-
ing important feature:

Proposition 20. Suppose that X and Y are G-sets where the action of G is free and
transitive. Then there exist G-equivariant bijections f : X ! Y and f�1 : Y ! X.

Proof. Pick any points x0 2 X and y0 2 Y, and let f (x0) = y0. For any other x 2 X,
we know that x = gxx0 for some unique element gx of G; now set f (x) = gxy0. This
suffices to determine f ; we now show that f is a G-equivariant bijection. First, for any
x 2 X and any g 2 G,

f (gx) = f (ggxx0) = ggxy0 = g( f (x))

So f is G-equivariant.
Next, consider any x1 = g1x0 and x2 = g2x0 in X. If f (x1) = f (x2), i.e. f (g1x0) =

f (g2x0), then g1y0 = g2y0. But since G acts freely on Y, it follows that g1 = g2 and so
x1 = x2. So f is injective.

Finally, consider any y 2 Y, and (again using the fact that G’s action on Y is regular),
express it in the form gyy0. Then

f (gyx0) = gy( f (x0)) = gyy0 = y

So f is surjective, and hence a bijection.
Showing that f�1 is G-equivariant is left as an exercise.

A G-set for which the action of G is regular is said to be a principal homogeneous space
for G, or alternatively a G-torsor. Taking bijective G-equivariant maps as the appropriate
notion of isomorphism for G-sets, we see that G has, up to isomorphism, a unique
principal homogeneous space.1

1If that’s the case, why don’t we speak instead of the principal homogeneous space for G, just as we speak
of the real numbers as the unique (up to isomorphism) complete ordered field? That’s a good question;
one reason not to do so is that there will typically be multiple isomorphisms between two principal
homogeneous spaces for G, so there is no canonical way to identify one principal homogeneous space
with another (whereas there is a unique isomorphism between two complete ordered fields).
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Example 18. Given a vector space V, the principal homogeneous space for V (regarded
as a group) is the affine space V .
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C. Differential forms

C.1. Multi-covectors

Definition 75. Let V be a vector space. A covector (over V) is a linear map p : V ! R.
We refer to the set of covectors over V as the dual vector space, and denote it by V⇤. �

It is not hard to show that V⇤ is also a vector space (by defining addition and scalar
multiplication pointwise), of the same dimension as V. The dual vector space to a direct
sum of vector spaces is the direct sum of the duals: that is, (V � W)⇤ = V⇤ � W⇤.

Definition 76. Let V be a vector space. For any k 2 N, a k-covector is an alternating
multilinear map q : Vk ! R; that is, a map which is linear in each argument, and which
has the property that swapping any two arguments changes the sign of the result. �

Thus, a 1-covector is a covector; a 2-covector is an antisymmetric bilinear map f :
V ⇥ V ! R; and so on. We consider real numbers to be 0-covectors. The set of k-
covectors over a vector space V will be denoted ⇤k(V⇤).

If the arguments fed to a k-covector are linearly dependent, then the result will van-
ish: for example, given a 2-covector p, if we feed it ~u and a~u (where a 2 R),

p(~u, a~u) = ap(~u,~u) = 0 (C.1)

If V is n-dimensional, then there can be at most n linearly independent vectors, and so
any k-covector for k > n will be trivial; for this reason, we typically treat the n-covectors
as the end of the line.

We can form new multi-covectors out of old ones by using the exterior product:

Definition 77. Given a k-covector f and an l-covector g, their exterior product f ^ g is
the (k + l)-covector whose result, for any ~v1, . . . ,~vk+l 2 V, is given by

( f ^ g)(~v1, . . . ,~vk+l) =
1

k!l! Â
�2Sk+l

sgn(�) f (~v�(1), . . . , f�(k)) g(~v�(k+1), . . . ,~v�(k+l)) (C.2)
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where Sk+l is the permutation group for k + l elements, and sgn(�) is the sign of the
permutation � (see Appendix B). �

For example, the exterior product of two covectors p and q is a 2-covector p ^ q,
defined by the condition that for any ~u,~v 2 V,

(p ^ q)(~u,~v) := p(~u)q(~v)� p(~v)q(~u) (C.3)

Similarly, the exterior product of a covector p with a 2-covector r is a 3-covector p ^ r,
such that for any ~u,~v, ~w 2 V,

(p ^ r)(~u,~v, ~w) = p(~u)r(~v, ~w) + p(~v)r(~w,~u) + p(~w)r(~u,~v) (C.4)

C.2. Euclidean multi-covectors

Let X be oriented Euclidean vector space, i.e. a three-dimensional vector space equipped
with a positive-definite inner product and an orientation. The inner product induces
a very useful isomorphism between vectors and covectors (i.e. between X and X⇤),
known as the musical isomorphism. On the one hand, given any vector ~v 2 X, its associ-
ated covector is the linear map ~v[ : X ! R such that for any w 2 X,

~v[(~w) = h~v, ~wi (C.5)

In the other direction, given a covector p, its associated vector p] is defined as the vector
such that for any vector v 2 X,

hp],~vi = p(~v) (C.6)

In the interests of space, we skip over proving that this condition does pick out a unique
vector.

Moreover, since X carries both an inner product and an orientation, it exhibits Hodge
duality. That is, for any 1  k  3, there is an isomorphism between ⇤k(X⇤) and
⇤3�k(X⇤): i.e., between the scalars and the 3-covectors, and between the covectors and
the 2-covectors. These isomorphisms are given by the Hodge star operator, which we
define as follows. Let h~e1,~e2,~e3i be an (arbitrarily chosen) right-handed and orthonor-
mal basis of X; and let ei := (~ei)[ (resulting in a basis he1, e2, e3i of ⇤1(X)). Then the
isomorphism ? : R ! ⇤3(X) is defined by

? 1 = e1 ^ e2 ^ e3 (C.7)
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and the isomorphism ? : ⇤3(X) ! R by

? (e1 ^ e2 ^ e3) = 1 (C.8)

The isomorphism ? : ⇤1(X) ! ⇤2(X) is defined by

?e1 = e2 ^ e3 (C.9)

?e2 = e3 ^ e1 (C.10)

?e3 = e1 ^ e2 (C.11)

and, finally, the isomorphism ? : ⇤2(X) ! ⇤1(X) by

?(e1 ^ e2) = e3 (C.12)

?(e2 ^ e3) = e1 (C.13)

?(e3 ^ e1) = e2 (C.14)

Since the Hodge star is required to be linear, these conditions fix its action uniquely.
Moreover, it can be shown that the Hodge star (so defined) is independent of which
right-handed orthonormal basis of X is chosen.

We can use the Hodge star and wedge product to express the cross product in a more
geometrical fashion: given a pair of vectors ~v, ~w 2 X,

~v ⇥ ~w = (?(~v[ ^ ~w[))] (C.15)

In other words, we take our vectors, flatten them to a pair of covectors, take their wedge
product (a 2-covector), apply the Hodge star to that 2-covector to get a covector back
again, and then sharpen that to make a vector. Easy!1

C.3. Minkowski multi-covectors

Let M be an oriented Minkowski vector space, i.e. a four-dimensional vector space
equipped with a Lorentzian inner product and an orientation. Again, the inner product
means that we can establish a musical isomorphism between M and M⇤, again by the

1In fact, one can simplify this a bit by defining a wedge product directly on X—thereby constructing an
exterior algebra of multivectors—and then introducing a Hodge duality between vectors and 2-vectors.
With that duality, we can write this expression as ~v ⇥ ~w = ?(~v ^ ~w). However, such a construction still
requires both a metric and an orientation, since those are required to (uniquely) define the Hodge star
operator.
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conditions that for any ~⇠,~⌘ 2 M and p 2 M⇤,

~⇠[(~⌘) = h~⇠,~⌘i (C.16)

hp],~⇠i = p(~⇠) (C.17)

And again, since M carries both an inner product and an orientation, it exhibits
Hodge duality. In this case, Hodge duality holds between ⇤k(M⇤) and ⇤4�k(M⇤), for
each 0  k  4: that is, between scalars and 4-covectors, covectors and 3-covectors,
and between 2-covectors and 2-covectors. Again, take an arbitrary right-handed or-
thonormal basis h~e0,~e1,~e2,~e3i, set eµ = (~eµ)[ to obtain the dual basis he0, e1, e2, e3i, and
define:

? 1 = e0 ^ e1 ^ e2 ^ e3 (C.18)

?e0 = e1 ^ e2 ^ e3 (C.19)

?e1 = e0 ^ e2 ^ e3 (C.20)

?e2 = e0 ^ e3 ^ e1 (C.21)

?e3 = e0 ^ e1 ^ e2 (C.22)

?(e0 ^ e1) = e3 ^ e2 (C.23)

?(e0 ^ e2) = e1 ^ e3 (C.24)

?(e0 ^ e3) = e2 ^ e1 (C.25)

?(e1 ^ e2) = e0 ^ e3 (C.26)

?(e1 ^ e3) = e2 ^ e0 (C.27)

?(e2 ^ e3) = e0 ^ e1 (C.28)

?(e0 ^ e1 ^ e2) = �e3 (C.29)

?(e0 ^ e3 ^ e1) = �e2 (C.30)

?(e0 ^ e2 ^ e3) = �e1 (C.31)

?(e1 ^ e2 ^ e3) = �e0 (C.32)

? (e0 ^ e1 ^ e2 ^ e3) = �1 (C.33)
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C.4. Differential forms

Finally, we introduce differential forms: just as a vector field is a vector-valued field, so
a differential form is a multicovector-valued field.

Definition 78. Let V be an affine space with vector space V. A k-form on V is a smooth
map p : V ! ⇤k(V⇤). �

Addition, scalar multiplication, and exterior multiplication of differential forms are
defined pointwise. As with multi-covectors, the only non-trivial k-forms on an n-
dimensional space are those for k  n. The set of k-forms on V is denoted by ⌦k(V),
and the set of all differential forms on V by ⌦(V).

For oriented Euclidean space and oriented Minkowski spacetime, there is a musi-
cal isomorphism between the set of 1-forms and the set of vector fields, and Hodge
dualities between the appropriate sets of k-forms; again, these are defined pointwise.
Thus, on Euclidean space Hodge duality relates 1-forms to 2-forms, and 3-forms to
scalar fields; while on Minkowski spacetime Hodge duality relates 1-forms to 3-forms,
2-forms to 2-forms, and 4-forms to scalar fields.

However, in addition to this, differential forms also exhibit a very natural kind of
differential calculus.2 First, given any scalar field f , we define the differential of f to be
the 1-form d f such that for any vector ~v 2 V,

d f (~v) = r~v f (C.34)

(where r~v is the directional derivative with respect to ~v; see Appendix A). The exten-
sion of this concept to arbitrary differential forms is known as the exterior derivative.

Definition 79. Let V be an n-dimensional affine space. The exterior derivative is the
unique map d : ⌦(V) ! ⌦(V) such that for any k < n, d : ⌦k(V) ! ⌦k+1(V), and
which has the following properties:

• for any scalar field (0-form) f ,

d f (V) = rV f (C.35)

• for any k-form p,
d(dp) = 0 (C.36)

2Although the perspicacious reader might have suspected this would be true, given the name.
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• for any x, y 2 R and p, q 2 ⌦k(V),

d(xp + yq) = xdp + ydq (C.37)

• and for any p 2 ⌦k(V), q 2 ⌦(V),

d(p ^ q) = dp ^ q + (�1)kp ^ dq (C.38)

�

In fancy lingo, the exterior derivative is a linear and idempotent antiderivation on
the exterior algebra of differential forms, which extends the differential on scalar fields.
It is non-trivial to show that there exists an operator with these properties, and that it
is unique; however, we will just take that fact as given.

C.5. Differential forms and Euclidean vector calculus

We can use differential forms on oriented Euclidean space X to better understand the
vector-calculus operators discussed in Appendix A. First, as discussed above, the dif-
ferential of a scalar field is a 1-form. The gradient is the vector field obtained from the
differential by application of the musical isomorphism, that is:

grad( f ) = (d f )] (C.39)

Thus, the gradient corresponds to the exterior derivative of a scalar field.
The exterior derivative of a 1-form P is a 2-form dP, whose components (with respect

to some orthonormal basis ei on X⇤) are

(dP)ij = riPj �rjPi (C.40)

where Pi are the components of P with respect to that same basis (i.e. P = Piei), and ri

is the directional derivative with respect to the dual basis~ei. As a result, if we take the
Hodge dual then we obtain a 1-form

(?dP)1 = r2P3 �r3P2 (C.41)

(?dP)2 = r3P1 �r1P3 (C.42)

(?dP)3 = r1P2 �r2P1 (C.43)
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which we recognise as the same pattern of components as the curl; in more intrinsic
geometric language, for any vector field ~V,

curl(~V)[ = ?d(~V[) (C.44)

So we can take the curl of a vector field by flattening it (to a 1-form), taking its exterior
derivative (2-form), applying the Hodge dual (1-form) and sharpening it (vector field).
Hence, the curl operator corresponds to the exterior derivative of a 1-form.

Finally, the exterior derivative of a 2-form T is a 3-form dT, which we can express as

dT = (r1T23 +r2T31 +r3T12)e1 ^ e2 ^ e3 (C.45)

Thus, when we apply the Hodge star we obtain a scalar field

? dT = r1T23 +r2T31 +r3T12 (C.46)

It follows that given a vector field ~V, if we first flatten it to a 1-form, then turn into a 2-
form (via the Hodge star), then take the exterior derivative (to get a 3-form) and finally
convert it into a scalar field (by the Hodge star again), we have obtained the divergence;
that is,

div(~V) = ?d ? (~V[) (C.47)

So the divergence operator corresponds to taking the exterior derivative of a 2-form.
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