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I# 1)
"

Ragvir ,why are you so cruel? I have enough to do !
"

- In previous years ,my students really struggled when Vassilis
started talking about asymptoticS .

- To help , I thought it would be useful to introduce terminology now rather
than in a few weeks . This is basically just

''

Item 6
"

of my" status check" slides (and effectively a stats
"

review
"

type thing) .

- As usual
,
there is no pressure to read any of this material . No

problem if you want to skip it .



\

#2) Ok ,fine , I'm curious
,Ragvir .What's this trilogy of yours?

"

- Vassilis will soon start saying things like
"
Best CAN "

.

- In Part 1
,
I explain intuition for" C

"

, consistency.
- In Part 2

,

- " -
"
AN
"

,
asyrup . Normality.

← In Part 3
,
- a -

" Best"
,
asyrup . Efficiency -

(#3)
" Let me hear about Part I first . . . but keep it simple ,ok?

"

Consider xi IN(µ ,o
') for it , . . . ,N

Assume Osaka
. Object of inference : µ , for aw

.

Steph : let in :-. to II.Xi
then

,
ELIN)µ and Var Hn) = 04N



Slept. But then MSE ④a)÷ Ef④wtf)
= E fin - 2 Ing + µ)
= E Hit - M
-

- ⇐µ - M
-
- I .
N

No surprise since I've just replicated the proof that
MSEI.I = Var I.I + Biasf) for an unbiased estimator !



Slept. So
, µjEflIn-pI)

2
= him E
Nth N

= 0

Since OK0
.

i. e. In tip .

if you've never truly had aqqgenacon.ge?epts explained
to
you ,

do
talk to me ey . what is win Ms .

Conv in p .

Conv in d.



Steph : Chebyshev's inequality⇒
For any E70 ,

this Pllxrml > e) < ¥. -- o .

i. e. In↳ µ ,
or "phjyµIn=µ

"

.

or
"

In is a consistent estimator form .

"



HI4) " Ragvir, enough .

I knew you'd make it complicated .
Can you get to the point before Christmas??

"

Yes
,my friends , what we have just proved is indeed

Chebyshev's WLLN .

This istexadhyTheorem 6 on page 48 of Vassilis'"

SupplementaryTechnical Notes"

And alongthe way we've recapped tommy concepts :

- Item 1 from
"
status Check"

- Bias/ Variance I MSE all this in just 3- 4 slides !
- Convergence in me . and p
- Chebyshev's inequality And that's whyI love this little poof .
. What is an LW

÷:I÷÷÷÷÷÷÷÷÷:*.} most me .


