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(b)
"

first principles
"

method :

Say 1,41 - -45;que
 Hit and tha

.

Anyone feel like making a table ? !
Exactly! So we need to think

.

PIYE y ) = PI X42 E
y )

=P I X
'

E y - 2)
=P I 1×1 ± if )

= Ptfe xe if )
=p lxe FI ) - Plxe - F)
= ETH - EHF ) -

①



Brilliant let's work out Icy :

£ !that = 4 =

I + ¥ =  a

÷ " "
"

- ②

Notice also if at  ftp.ytkis ) - ③

① ④ &③ ⇒

" "
" "



÷÷÷
- He

: fy =

{ " 44-4 ,
a ⇐

y
→

°
, 0/0

=

⇐st yourself : would
"

method work for the example in
"

method (a)
" ? )

Q : But
, Ragvir

,
isn't there some sort of formula?

A : Well
, fine . . . .

but be careful .  - .

it is only valid in specific settings . . .



TRANSFORMATION Hmv LA :

Theorem
: xnfxca , ,

9 4) where XE and 7 E I

Suppose gtl is a monotone function and that g-
'

t I is continuously
differentiable onANY118*11%841 , at

°
, ofw

-1

Proof : let gtl be increasing : eg : 9÷e×

ftp..PH 4)
=P 184 Eg

'
= THE I'll ) = Elsie)I

So
, first = f

, II
'

1¥61



let off ) be decreasing :

Ely =P Its g) = HIM 2 jls ) ) = PI × > g-
'

g) = I - Elgin )
So ffs ,

-

- f
,

Is , ) . - ISH ,

d)

Putting both cases together ,
the result follows for any

monotone gt ) .



↳
"

Formula " method :

fiver X ~ Umfft , 1) ,
Assume he @f)

.Transformation i

y

:-#
2

. Inverse trans
.

i

z=y-F. Range of transformed vart.ae-41) ⇒

yet ,3)
.Hideout:IE4-4

"

I → (
'

It"

absolute value
"

here
. )

Now
, for see f-I ,o ) , by symmetry ,

the analysis will be the same

÷ f
, 4) =/

2 fy - if , day 's

°

, of
=
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④ 4) Assume

XII
"

¥Ttent ,
da

7¥fan f× .tn//fyts ) die

×

fan fµ ) d-

= EH1KE1
POINT

: Full INDER =) MEAN INDER

⇐

JEB



(b) Assume EK1Y -
. Eff -

⑦
THEN

. .  .

Eft-EH1H-4II

}!W%nyfµ4y)dndy

-

fnfxlnldnfyyfy
4) dy

eg : Can
you prove that

a

Vary ) =
. . .

 = E4J-1EH
'

?

= §£nyf×µ⇒4f,

dady
- EH4Y

= µfig
ftp..sk/dndg-EkIHI--fysfyHEfxIh--yIdy-Ex4Et)AssumP

.①
= EN Et ) - EK1E f) = 0

Again ,

the reverse is not true
.



④

Step 1 : let's recall the univariate case . . .

Say Z ~Nloi) and X÷µtoZ
Then Mzttt . . Efettf
I f.IEta e-EE de

⇐F- E- ate + EG 15£,
e-HE

- at⇒
dz

i.H- E) - t' = E- 2tz = f.of afp e-
talk - tKtY dz



D
z - t
t

=e" fine:*:÷÷÷÷¥⇒of a NIt , 1) PDF .

i. e. M It) = Efetxf = E feet + it))X
=
EM Efet}

=

etrmz.to/--etMe4zEE--etm+IEot
Brilliant ! Let's extend to the multivariate case

(w/o proof because that adds no extra intuition)



ELEMENTARY MULTIVARIATE RESULTS USED IN Ps 1 :

A) Remember in Eckoo
,
we did Eff and Varf./ rules?Efa = a EH1

,

and'

varfaxf = a. Varfxl , for a EIR and X a scalar Rv
.

(B) Well
,
vectorswork the Same way :

eg : let X be an nxl vector- valued
RV

.
Let atRn

.

Then
,
Efa
'

= a
' Efxl

,
and

varfoixf.ava.lya
Note l : I := Varfxf = Eft - EK1N-EASY / , an nxn matrix s.tn

An{2170 and 5=5!

Notes : xnNlµE)⇐ f×H=knT"dettEI"expfµµfEi←µf
for any teeth .

If additionallyE.=EIn and say µi=µj=µ for i.ft . . . ,n then also

XiNE N It ,8) for i=l , . . . ,n .



Step 2 : Say ×n×TNµn× , 'Em) .
Analogous to the univariate case , we have that for

Some t E IRN
,

Milt) = exp ftp.t tat
'Etf .

Stop 3 : Define Y : = DX for some at Rn

(usual stuff from Ql
,
RS1 - i.e. we have X

and Etc) . We also have a transformation Y . Find Ely) .)

let's see how . . .



My ftp.ifiEfettf.tn . Efetiixf = Efelatixf
DAE M×④sE%xpf tape + that E. atf

Job done .
3 proofs in one shot ! Why? Because . . .

By the uniqueness/propertyof MGFS ,
we recognise

that

a) .Y N N (a'µ , a



(5) DEFINITION .

An nxn (square) matrix A is said
to be non - singular when An = 0
if and only if a --0 .

Proposition 5.a . If A is positive definite , they.gl?nisgu1ar.PpeoF
.

- let us recall that a positive definite
nxn matrix A is st .

n'An { = 0 , if 2=0

> 0
, 4W , for any net?



• Looking at the above definition ,

Ii ) given A is positive definite , for anynfo , n'And 0 ;but then
,clearly , for any re f- 0 , An f- 0 .

4) Moreover , for a=0 , it is clear that An =0 .

It follows that A is non - singular . This completes the proof .
Vassilis ' solution is as above but

here's an alternative very useful way to think about it :
. A is RD

. ⇒ in LA}>0 , where did. } denotes the ith largest eigenvalue
for i = I , . . . , n .

. But clearly then ,
detfA} = IfdifA} > 0 .

The result follows .



PROPOSITION 5 b. If X is an nxk matrix Cnsk ) s .t .
-

rank(X) =K , then is positive
definite and non - singular.

TIREOF
.

. let us recall that rank4) =k ,we
have that for any JERK ,

it's just a
"matrix T "

I {¥0 '
,

'¥0 .

way
" of givingthetin

. indep . condition
among columns of X .

. Then
, for my YERK t.t.JO ,

y
' 44) y

= g)
= 114ft > 0 .

- Moreover
,
or

y=
0
,
it is trivial

fthove
,

the notation
"

II. II
.

"

denotes the t.FI =
!



- fiver c) the definition of positive definiteness
prop ↳ornecaapitulated in the proof of

5. ,
and subsequently ,

Proposition 5.a itself ,
the required results follow .

This completes the proof .

b) fee official tohkins .

I don't have much to add
.



④7) Proposition 7h .

For nxn non - singular matrices'

A and B
,

it holds that :

(AB)
"

= B-
'

A
'

PREF -

since A• and B are square and non - singular ,thereexist matrices A- ' and B- ' et
.

A-At = A'
'

A = BB
"
= B-
'
B = In

.

• Next
, by non - singularity of A , we have that for

any ve
Rn
,

Av --0 if and only if v=0 .

. It must then be true that the previous statement
holds for choice of V = Bx for any nEIR

"
.

In other words
,

Alba) --0 if and only if Ba =D .



- But by non - singularity of B , we knowthat

Ba =0 if and only if 2=0 .

- We thus have that IAB)a =0 if and only if a --0 ,
proving that square matrix AB is non - singular so
that there exists a matrix LAB)

"
s
.
t
.

A-B)LABT
'

= LABIAB) = In .

- fiver (AB)LAB)
"
. In

,
we have that

B-
'
A- ' A-B) IABJ

'

= I
'
A-
'

:
. LABJ

'

= B-
'

A-
'

.

This completes the poof .



Proposition 7.b. For nxn non - singular matrix A
,

it
holds that

IAT' :(A-i)?
PRIOF .

. fiver square non - sin War matrix A ,
we know

that there exists a matrix A-1st .

A-A-' = A-' A =In
.

Then
, f-A-1)I µ")' A

'

= If = In .

. Further
,
we know that since A- I exists

(C)
- I also exists(because det{A3 = dit LA's#Of

- Post multiplying (A)
'
A' = In on both tides

by LA't
'
,
the required result follows .

. This completes the proof .



( let's also add
'

r'eat
"

to keep things easier)

(8) PROPOSITION%
. FordPD . Symmetric matrix A there exists a

a square N .
9. matrix P

'

s.t
.

A- pp !

PROOF of -8 .a.

Ii ) lemma
-

8.a. 1
.

Since A is a real symmetric matrix , there
exists a representation

A- = VAV
'

where I :=diag{ 414 , . . . ,dnLHf is
a diagonal matrix of ordered eigenvalues
of A ,and

where V := fvi
.
. . . .vn/ is an orthogonal

matrix of corresponding eigenvectors .

this is called ←
Note : ri 'S = {9 ;fog ,tj"orthonormality

"

of vectors for i
, f-
I
,
. . . ,n .



Proof of 8. a. 1 The stated result is exactly-

.

the spectral theorem for Hermitian matrices .

Iii ) hemma-8.a.sn . diff 30 . for it , . . . ,n .

Proof of f. a.2 .

The stated result is just the
definition of positive definiteness .



µ I've defined this in Q5 already.

liii ) lemma -8 . a.3 diff for i= f., n are all real .

Proof of f. a.3 . By definition , Ari = dittlri ,
where ri denotes the

ith eigenvector of A fos i -- f . . . ,h .
• Then

, vi.
* A'

= LATE , for
i = I

,
. . . ,n , where

ni denotes the

complex coivgate of some matrix
M and MITT

.

. Since AIA
,
ri*A= rt for

i =L
,
. . . in .

. If we post - multiply both tides by ri ,



we have ¥Avi=IiHri*ri
,

or

di vi. = IfAJrFi ,

for it , . . . ,n .

- This ensures that iiLA3= ELA}
for i =L , . . in , which completes the
proof of Lemma 8. a}

④I Finally , given lemmas 8. a. 1 , 8. a.2 , and 8. a.3 , there clearly
exists a diagonal matrix

11" diagfiH.FI , . . ..int#ss.t.A--VdV'=vNkNIiv!

Defining E- VNK , the result follows and this
completes (a sketch of ) the

'

proof for Proposition 8. a .



Proposition 8.b. For nxl random vector

X N N (0
,
%) sit . rank = n

,

and 4
,
'0

,
we have thatZ :-. x

'E' x NX2N .

PRIOF . I has to be a I.b. Symmetric matrix because . . .fyontellme]
. So by lemma 8.a. 1. ,there exist matrices Paid D sit

.

I =PDP
'
where D=diagfd.IS , . . . . in523} and

P is the orthogonal matrix of corresponding
eigenvectors of A .

- Clearly , is E-
'

exists
, by Proposition 5.a. ;

E-
'

is symmetric since

I'=4Dp 'II F'ftp.i-pfp'
and ⑤f-(potty! post'= ;

'



Iii) £ is RD .

since di {Lif t

for it . . . ,n .
"
"tiff

. It then follows from Proposition 8. a. that there exist matrices
£4 :=Ps"t it

. E-
'
=
IKEY

.

see slide titled

- Consider the vector 4 : = E-
"E×

.

"ELEMENTARY
. . .

"

Clearly , E41 = E-
"i EH40

,
and }Vor = E-"

I Varfxf E-"' = In .

- Combining the above with the distributional result in ①4 ,
4- NL0

,
In) .

"t also to";*%%¥÷.fi?.pigieienatoft ,}



- This means that 44 = II up NX2N 1
you may need to review
basic sampling
distributions IN

,
t
,IF)

< The proof is completedby noting that
to understand this .

44 = ×
' -242 EYE ×

= X
' E-

'

×

which means that ×' E' X N XI .

-



(9) Proposition 9
A

broom

PROOF
-

Lemmy 9. I M has eigenvalues either 0 or I .
Proof of9.1 . By definition , Mri = hi {MI ri for iii. in .

. Pre -multiplying both sides by M ,
MMvi = Mii LM}vi or Mri-- ditgmfri
so that dilmtri = di ri for iii. in .

- the result follows .



- fiver henna 9.1 and Lemma 8. a . I
,

there exist matrices
D

,
a diagonal matrix of 0's and I's , ie eigenvalues of M ; and

C
,
an orthogonal matrix of corresponding eigenvectors sit .

M = Cbc?

- Since rankleµ = J
,
it must be the case that M has J I's

and Ln ) 0 's as its eigenvalues .

. Then
,
X'Mx = X'CD0X = 44)'b¢x) .

- Defining Y : = dx
,
we have that Y u N 10 , In)

and link NL0 , 1) for it . . . . ,n ,
where Yi is the ith element of Y for i. 1 . . . . . n .

Thus
,
X' Mx = 4

'
by = IfI? ditMI -XI ,

which

completes the proof of Proposition 9 .


