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④1)MYAII xp + E , where X is a Txk matrix . Suppose (WhoG) the last
regressor is scaled by d.

i.e. Q :=XA where ⇐FIFI
,

'I
Saywe use OL9 : y = xp +E. Then we scale X by A. That is ,

we fit y=Q It nf .
If we force 1=4 (which is another wayof saying we use OLS again) ,then clearly : xp = Q an = XA I ⇒ & = Ad
sonata tip = III. ? It
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INTUITION

XK is measured originally in f- million ,and now in food , i.e. A-1000 .

If its confusing , see this :

Elon Musk 1%144%51%4Ragvir 92 92,000

i. e. D= 1000 here

So the regression coefficients
will be sealed by a factor of
0.001 relative to the original results .

The estimated marginal effect on y of
"
1 unit

"

change in XK will be
think

big←£ fsk when the
"

I unit
"
is
" 1 million

"

,
but it will be f-Kk= FK400014THwhen the " I unit" is just

" 1 thousand"
. ¥nk
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(a) A3F ⇒ A3R#A3R¥ .

4) yi fait + sit
F- Init sit -s¥%?j. o ⇒ n.sn/lmi,Asrsm .

(b) Say R=I and ni yit - I
- To verify A3Rmi , we need to Condition on leads and lags as well asthe current value of regretsors . That is ,
check E1E it / f- . isit-2 , bit -1)Yi I]
but this is impossible since realisation of snit affects

Y it for tsi .



If still confused , here's tome extra intuition
"

We can't have it both ways
"
- either we treat sit as random

in which case we cannot claim all regressor valves / leads are
given .

QR we treat sit as given so you can sensibly Condition ,
but then why are we asking about Eff of a non - random
object ?

Next consider AsRsm
.

Say yie-pyie.it fit and of course E fait sie -If 0 .

Then
,
E fyit.IEif = F- f(fyit.at sit -I sit) f- 0 .

⇒ A3µi ,A3R④ .
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Step I : PROBLEM WITH MODEL⑦
Model④ is non -linear in parameters . We cannot directly use
linear regression methods to estimate this specification .

Step2 : PROPOSED fourteen

Model①maybelinearsed using a log transformation :

lay It = hype , + figure + fzloyrest + logE- , or

It = if , + fzkz.tt It + ME ,where

It log ye j Int := logEnt for h --2,3 ;{me : -- log4 ; and 8 , := legfi . -②



Step 3 : BRIEF ANALYSIS OF MODEL②

Model② is linear in parameters as far as if, if and§
are concerned

.

It is a standard multiple linear regression modelwhere iff is regressed on a constant , It and size .

Of course the model remains non-linear with respect to fi .
④ the economists anqoqbjswgfasmggeb.ee+help explain why

we may not{ care about f , in a ?

4) as Vassilis
' solution explains , we retain consistency for¢ , := exp / .

i. e. non-linearitywrtf , may not be abig deal .
We also will need to ensure that a log transformation is feasible .Assumption 1 : Yt 70 , nzt 70 , R3E> 0 , Et 70

r all t
.



Step 4 : FURTHER ANALYSIS OF MODEL②
" "

Proposition 1 : Say we had Vassilis ' At under Model① and

nzt and R3E were not constant over t ,

then I :-. fine %) is a full rank matrix
(provided logf) does not introduce any linear dependence)

\ 11 a Y
PROPOSITION 2 : Say we had Vassilis

' A3Rfi and A4GMiid
Then

,

II
y ,

and Effy't=rIT for a positive
constant scalar v.



Under Model②
,
. . .

by Propositions 1 and2 and Assumption
1
,
the OL5 estimator for

0 := If, ,pa ,fg)
'
is the best linear unbiased estimator

due to the fans -Markov theorem
. If ,additionally ,we

assume by- normality for 4. , then the 04 estimator of
0 is the best unbiased estimator .


