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QI 4) hi  =p.

+ II.pjdjit air + si for i. f.  

,

N

(1×4×1)

Define : Q fid
, did , d4 X ] . Clearly

,
i  

=

,
dj since every

individual belongs in I and only
INxlktst

category (by design) .

.

.

.
7 at least I perfect linear relationship among the regressing ⇒ At is violated !

Define t.gl?µ .
,

. . .

, f.  , y
' J

'

.

Then
,Boy= LQQTQ 'h cannot be estimated since rank IQ6Y4KHand LQ

'QI will not exist
.

This is a classic instance of the "

dummy variable trap !

4) 2

possibleways to avoid the aforesaid
"

trap
"

:=lit hi  =p .

+ftp.dji-ai '

y + 9 for i= I
,

. .

,
N → drop

"

dl
"

Here
,

" individuals with guaranteed income level I
"

becomes the reference or benchmark category .

EfhIQ) =p .
+ Xp for this reference category ,

then for j -

- 2
, .it ,

fgis the margin additional effect (note : not necessarily positive !) on the conditional mean of
h for individuals belonging in the jth guaranteed income level group ; that  is

,
over and above that for individuals in the reference category .
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Note
: µ is the intercept for the reference category

f. + Be -  "  -

group a

f. + µ -  "  - gaps
f. + P4 - "  -

group 4

Iii ) hi  = II. Ojdji  tai 's+ a for i= ! . . . ,N → drop the Constant

Here
,

we no longer have a reference category
i.  e. The intercepts by category are simply Oj for f.  .

,
4 respectively.

④p
: in practice ,

specification lit is more commonly used
.

the choice of reference category is

arbitrary and usually based on the question of interest to the researcher
. ]

How are the coefficient related ?

0 , = B. ; Q -

- ftp.0s-fo-ifg ; 04 = A tfy ;
I = ✓

The 019 residuals should be identical since In
= Qts

,
will be identical in both

regressions .
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Q4 y
-

- Spix , fate ;
Note :X

,
cannot contain a constant !

Ms It - spits ' I wheres = fd , did
, dy ]

TX4

Consider Z = Sid
, tfzdisgdztsydyt 9 ;

•

ftp.j-di/djforij--f..4.noIethuthdtdi'dj=fToiif

.

j so that (B) =

diagfti
,

 

f
and IT

=diagfI
,

. .

,

¥3NOTATION
:

T Ti
"

If /
"

is an I. Zi  Haiti I
T Tv

in :c:*::: :* .

" " " " "

I÷÷÷÷i÷÷÷¥÷H÷÷:÷÷l{OR
, Q3,Q4 defined analogously

! i

i -
- I

. Thus
,
I=

'

she
 = LET,

.

,E43
'

. So
,

SI
yields a Txt matrix set

. for any
t  if . . ,T

,

the tth element of SISSI's 'z  is

[E
if t  is a QI obs

,

I ' Q 2 ' I

~ I i  Q3 "

. The claimed structure of Msz  = E-

Ss
follows .

It " one "
.
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(b) Consider the devotional . sed variables regression
:

y* =X*qtE*,
where * denotes pre . multiplication by Ms .

^ A
Then

,

4- 'xiIx*'y*  
= llmsximsxilmsxfmsy = Hm,

x 'M , y =p , by the Ful
OH 0LS theorem

.
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Dear all
,

A student in one class asked me a question about the DV trap .

The question was

roughly as follows :

Consider y = At pm M + ff F  +2 where M and F are male and female dummies
.

Obviously ,
this specification suffers from the DV trap since i -

- Mt F so either we drop i

or M or F. The student asked that  if we drop i
,

we still have a linear relationship in the sense

that MTF  = I
.

So  why is this not a problem ?

MATH :

① .  obviously ,
X := fi M) is not a problem since i and M are not collinear

.

The rank of X is full and J
'

can be computed .

② . But this is

identical
to  a regression of you X :=f M F)

.

To see this :

consider
y

= Sm Me ff Fi E

= sm-M-isr.LI - MI + E

= Sm M + ff - ff Mt E

= Sf + §m - Sf) M + E

=

It-01M
+ E

÷ since the two specifications are effectively the same
,

if you
are happy with ① you must also be happy with ④ .

APPENDIX A
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INTUITION :

I think the best
way

to approach this problem is to think directly in terms of rank IX4)
since that  is the precise condition to check for At

.

When X EmF) ,
rank of I × will be 2

but also  when X :  = [ MF ) and when X fi M) and when X ⇐F) .

Hope that helps ,

Ragin



Q3
.

. ZE1R"
, twµz ,Vz)

- constant qE Rn

4)Define w :=q'Z .

Find EIW) & Varlw) .

F-4) = q' Eft) = q'µz .

Var4) = of Var g=q'Vzq .

life
ii.

" since there exists a a¥%£.LY#efthEehY5IEisk aperfect linear relations p .



You don't need to read this(sketch of a)proof . Last year students

(
wanted me to give extra intuition for the second paragraph of Vassilis

' solution

to I came up
with the reasoning below .

Thats all this is !

V

④) let's assume WL06 that there exists just one vector q go
sit

.
Var E) = 0

.

Then
, recognise that

i. Var loft) = of Vzq = 0 iff Vzq--0 for qto ;
2

.

NullHz) : = { qe Rn : Vzq = 0 } and so
Nullity(Vz) :-. dim{NullUHf- I ;

3
. By the rank - nullity theorem ,

rank t NullityIvz) = n
.

i. By 42,3 ,
rank = n - I

.



APPENDIX B : Intuition
ATTEMPT I
- Let's see if I can think of an example for you for 03 :

Consider XNNIO
,

and the vector (X
,

2x)!

Then has
!
aimee (%. I;) , right?

Now ask yourself what is the rank of the matrix above? !

Attention on :\ fun (4) I I://I.IO
Xp A

>X
, 74


