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QUESTION /



DX .

-

immunoassay
Kawamura



/



QUESTION 2



UNDERGRAD
Q2 Say y f. + Ifpnnht + Et , for t-f.li STYLE

Then
ye . ,=p.

+ IFfikht - I + set - I , for t -- 2 ,- . . ,T .
So the"FD model" is defined as

by; II.fondant + bet , for t -- 2 . . . . ,T ,
where by =

yEye . ,
and Aunt and AG are defined

analogously .

Say y= if + Xp + E ,
where

%stfRAD
X is a Txk matrix ; STYLE

{iq.iq ' of us : Istria are equivalent)

Then the" FD Model" is defined as Ay where A is . . .



let's visualise together . . .
DATA y i n , . .

-

[ IGNORE =) Y , I 211

[I I 0 . . .
0] yz I K12

f. 0 -I 1 . . . 0 ] yz I K13

i. : : .
. .

YT- I '

K1T-1YT/
KIT

n⇒÷¥÷¥



So if we define a f-1) xT matrix

A := - I 1 0
. . .

O O

O -I 1
. . . 0 0

: : : : :

0 00 . - .
- I 1

then the transformation Ay=Axp + A-E) yields a
"
FD model

"

as required .

Note
.
Ai :O

. Infact , Afi) :O for any tatter .



(b) Say the GM assumptions held in the
"

levels model
"

.

Al : fi XI has rank ktl
AL : y = fix31%1 t E ,

EIEI = 0

A3F : LiXI is fixed in repeated temples
A-4am : EfEEf= FIT

- Then the FWL theorem and the Gfm theorem tell us

%,= 4'M X'Mig is the BLUE .

In other words
, ttfvar - varffo.SI/70 ,

for tone WE § ,
and where it

, f.1 denotes the smallest

eigenvalue .



But then we can easily compare

foffAxIAx)IIAx)IAy) = 4'
A'A xIx' A'Ay ,

with %, because :

i )
a og

is linear sink for B : 'A'AXP X ' A'A
,

Irsas =By .
④) ffs as is unabated since

F-(pas as) =p + EH
'

A'AXTX ' A'A e) =p
and so the Gm theorem tell us that



''ilvarlets..) -varlp.is/70 ,
that is

, ④↳ is a " better
"
LUE than Paso↳ .



+ APPENDIX A : COMMON QUESTION FROM STUDENTS
RAGVIR

,
I DON'T UNDERSTAND WHY YOU ARE USING ALL THESE

FORMULAS WITH
"

Mi
"
IN THEM

. . .
? "

Consider our model again : y = Z0 to where Z :-.fi X /
,

and 0 :-. BY
The 04 estimator would be On :=H'E)

'

e'
y , a 4+4×1

vector
. If we compare Vario) with varff.no,g) ,

that would just
be silly because the former is CKH by htt) and the latter is

Ck byk) .
We can't even compute Var@l-Varlfb.rs as) .

• If we compared Var (④xj
'

X'
y) with Var fools) , we

are indeed able to do so
,
but HxjX'y is Not the right

way to estimate f.You can't just ignore i.
• The only correct way is to run a partitioned regression .



APPENDIX B : EXTRA QUESTION TO TEST YOURSELF

IMAGINE You ARE THE EC402TA .
FOR 5 MINS

.

YOUR STUDENT ASKS You :

Clearly , pm as & foes are both as estimators .To see this , note :
they both have the usual #

'II
' I' 5 form ,

where for
LEVELS : if :-. Miy ;

I := Mix ,
and for

FD : if:-. Ay ; I := Ax .

That is
, Pa
,

= fmiximixjlm.tl
'

Mig = ④ 'mixI
'

X'Miy , and

pas ai x)
' AXTYAX)

'

Ay = Y
' A'AX5

'
x
' A' A
y .

The 61M theorem tells us that Old estimators
are BLUE (under suitable assumptions) .

However
,

here
,
we are using the GIM theorem to say that

one as estimator is better than another?

Strange , isn't it ? Explain ,please !



QUESTION 3





F-
adf.gg#k4fEhdtTapooffyaeinieest

on its own
.

I provide itbelow in full
detail in

"

Appendix D!





r

In case you need help with the
"
Noir

"

part of Vassilis' solution :

•





/
APPENDIX C : MSE REVIEW



APPENDIX D

F- fsimxsfwh? EITrfimxaffhikftrhsimdf-tfifEGE.IM/
w¥Tr{ IIT Mif = FILMif = LI, - xlx'xTYf

state > the j%H⇒ - "44 f-off ftp.irlxxxxjf/
two red = %Tr{IT) - Tr⇐K3) = off- k) .
"

why?
"
s

explicitly in
your answer.

For us
,
X÷X , and k=k , : ELE'M × ,E) = of R

,) as required .

These equations are useful , for instance ,
at the end of Vassilis

'

solution to Q3 of PS2 .



QUESTION 4



④4) y=xp+s , 4×-10 ,
it)

with rank 44)=k
,
and y

is Txl
.

For tis =L , . . . ,T , consider the cases below :

4) E€EsIX] GO.to#e-iQxIi,t--s0
,

t ys .

(b) EFE.is/X/=fgovmt,t--s0
, tfs ,

whereof is unknown but me is known .



(a)lit let EIEEYX) car ,
where c':= 1

,
and

SERIO) :=diag{HO , . . . ,Zf0} for 0 : -14,0 , ,0zT and
7g:-X ,

XI
,
Xsii )
'

fort -- I , . . . ,T .

④ I slept . Define E.= g- xlxINy
and for E--f . . .IT ,

let It denote the tth element of E.
Slept . Define 8 :-. FEET

'

II. FEE
Steps . Define I :=rl8)=diag{ ¥8 . . . . ,-18 }
Step 4 . Define ftp.qj-lxttxfxoiy .



4) d) let EK4H := ER
,

where c
'
:-. of

,
and

D= RL0H diag{91 , . . .int} for 0 := i.it)!

Iii) Define ftp.aj-xttxfktity-pa,since 0 is known .



Fort EZ
,
consider the case below :

4) Et =pEt-I + rt , Iflat , In "D ,EµXf=o ,Var#1×1=0%0 .

f) For this v. stationary)process , since
F-feelt.nl if = 02

, if h=0 for some 0<024 to

{Eflphst -h + KVI-k)Et -hfX) , h >0
-h

-

K
F-I 44 Et + II.prt-ikllif.hu

and EfEmvnfxf for any
-

nlegers man , it follows that

that EF4Et.in/xf=plhloIforh---o,...,9...,o .



Thus
,for t -- I , . . . it ,we let

TXT matrix Efes' IXf:= ER ,

where c? = if
D= : = I

p p
'

. . . p
" '

P
I
p . . . pt

-Z

P
'

p
I p

t- 3

: : :
:

F-
'

f-
'

f
' I

[Note : People who have studied time series will know that of = off f-py .

Test yourself : why did Inot bother to torture the non-time- series students
by requiringthem to compute offor this question? ]



Iii)slept . Define E.= y-xlx.is
'

X'
y

and for E-- I , . . . ,T ,
let It denote the tth element of £ .

Step2 . Define I :'-( III.htt . IT IsIt-1 It .

Step3 . Define %,= Hot'x)
"

x y
where I :=r(f) as
defined above .



For t EZ
,
consider the case below :

(d) Et-- I + htt . I ,I- "D ,Efffxf=0 ,Varfftxfo<A

4) For this for . stationary) process , since
F-¢t4.in/XJ--EftEtdrt-)lrt-htdvt-h-i)IXI,hEZtoudEfvmrnlxf-ofor any integers m¥n , it follows that
F-④E t.in/X)=odv(Hd4,ifh=o{do} ,1h41

for h= -9 .
.
.

.9.µ .

0
, 1h17 ' ,



Thus
,
the ACF of Et is given by

pqlh)÷ I h=O

1hI = I1:*:*
.
.

for hE#



Thus
, fort :\. . .fi , we can let

TXT matrix EIESYXI:=dR ,

where

it :-. 4th)Ev and
RED I p 0

. . .

0

ftp.n .

0

0 p I . . .
0

: : : : :

where p :=4①=pEN=¥µ -



Slept . Define 4 :-. y- xfix
'

y and let It denote
the tth element of E , for t = I , . . . ,T .

Step2 . Define 4 : = ¥1t.ie/IIEE
Step3 . Define fries: = ④siixj

'
×
y

where I :=R(f) as defined above .


