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Ian g- xp+e where XD = Heinz ,ainqa.fi I:L
Further 4h N10 , E In)

(a) We want a look -a)% II. for {§; wher? a- 0.2 & ¥% 5¥,

- We have HX1 = ff ff and X'
y
-

- f ;)
. so '

=L? I ⇒ and R : = *His ¥1,3144431
thus

, ¥:/ ⇒ f-¥1



- let's consider the RVs :
1/2

14.-ynyvdtlyn-y.ie/x)&lyis-yis)/Varljis-y.sIX)
Both of these are conditionallyN10 ,1) under Al , A4A3RF ,

A4tMiid
,
A5N

.

- Of course,we don't know the denominators since o
' is unknown so

we need to use
112 1/2

(%-yn) / rat (In- yulx)& s-yizVVailyy-y.rs/x) ,which are
conditionally t ii.2=9 , as our pivotal functions instead .
- So what is vastly,iyizI×)?

vartyn-y.ae/X)=VarIxizp-xip-EnIX)=varfxilf-p)-Ein/x)
= Xii Varff - ffx) Xx + VartanIX)
= Xiz 02445

'

Xi, +
5

.



i. vaHyiz-ynlxl-fi-xidxiix.dk
and we use an analogous expression for jig .

All that remains is to compute 42 :

IN-k) ok = is"E" ify - fix'xp = ¥ - fib " iffy =3 , so
: .
If = I

.

27

Then
,
we can computevirtue- bidD= ( + I -2111,31%1 1¥

= (2/27/4+26) = 2 .

liven our pivotal functions , and with a= 0.2 ,we knew that

P (ta
,
%=

-1.383 aI¥jyg)s ta ,# = I.383) = I - a .



Indeed
, P(I - VII.383 < yuh It VIII.383)) = 0.8

So
,
an 80% D.I. for yiz is I III.383 .

Analogously , an % RI
. for y, is . . .

=

[Trythis one yourself .I



(b) Now we need a 1004 - d)To RI . for Miz : = Efyizf X) and
m
, Efyiz I×] .

The appropriate pivotal functions would be

tyii Mattia't a- Mzlx) & ④is- my)/vdr"45,5mi/h)wtf .
As before , let's work out vans (y ,z- mmI×) .

vartyiz.mn/x)--va..lxklf-pI/x)--xnvarlplx)xiz=4fo'H4T
'

Xie

i. Mar"45,m.atx) = it iz) .
Plugging the given numbers in ,

voir
" '

( 5h- MY×) = 112/2f) 261
"
L
= 1.926T



Then
,
an 802 PI - for Miz is I IF56 1.383

=

Analogously , an % RI
. for Ming is . . .

[Trythis one yourself .I
(c) The 808 PI s for ya and y, are necessarily
wider than those for Miz and Miz since the former also
account for prediction error variance due to Gz and Eiz
respectively .

COMPARE GNDITIONAL VARIANCE EXPRESSIONS HERE
,
PLEASE :



APPENDIX A : SMALL Common QUESTION
"

FAGVR
,

WHY is It = y'y - f
' x' xp ?

"

Method 1 :

is =

ly-xpily-xpl-yy-yxp-fxlyi-fkxf-yiy-fx.iq- f if +4×44
= y'y- fix'xp ,

since fix'y =p' Iix'y = ftp.



Method 2 :

y
'
y = IgE)

'

E) = jig+Eft j'Et en'd
since 514 = I'D = HEY Xp =L MyXp

= 0
,
it follows that

Esi = y
'

y - 515 = y
'

y
- fix4 pm .

(there may exist other methods too .)



④Say Y, ftp.xt-i set for t
-

- f.T ; where sent N10 ,5) .

Assume A3F
.

(a) construct a loaf - a)% CI . for pz given at (9) .

The (from PS2 Q3) that the 12,24 element of an matrix o
'

I
'

r'T I E- III.¥3 = :HE) ,
where § refers to the usual 04 estimator for fz .

Note : If you cannot recall it , then that's ok ;but please in that case
try to develop the abilityto work out Var (µ µ acting as per Ps2 03) .

Since T.IE#t-IY--TEIHE-2xtIxI2)=TIgxE-Tx2
= T.IE#-.fIyef , we obtain that

var = o
' exit .



- It follows given the model specification that the function
4¥ until

• I - *TT
'

would be pivotal for pz if I were known .

- However
,
since of is unknown ,

we use instead

Q If , × ,y) : = Fifa
←(III. x.5)

- i
n tea

ta

as ourpivotal quantity ,where it :=
' II EE .

- fiver the above
,
we can always find q.qi.GR

sit
.

P ( q , E Q X.g) ⇐ qa) = I- ×
.



- Indeed
,suppose q;

t
t.ie

, tap
and (by symmetry) off - tea , i.% .

- Let us also define Vat a) ÷ ohz
,

I5)
"

for convenience .

- Then
,
I- a =P f- tt.qi.azEQ4X ,g) ttt.at%)
=P ftp.zitqzt-E-pfttt-z

,

I- 42)
vat

=Pffs - the ,t%var E -RE -fat tea ,t%Var d)
=P it
,

at a PIPE ¥ ,t%Var)
serves as a basis to define a 1004. a)% C.I for& givenby

[E- tqtqvarfid.pz-tt.se
,tear If



- A test of the hypotheses Ho : PE0 versus H
, :& f- 0

at the 100 a% significance level under the given
modelling assumptions , would be deigned fusing your TA's

favourite recipe) as per the next slide .
- Once we see how the decision rule is defined ,

we

can analyse how to use the CI . frompart to

conduct the exact same test .



2018

(b) Hypotheses : Ho :p .

-
.

o

Hi :p . -1-0

Test statistic :V = µFFxe¥
Distribution of V under Ho . V - the

Significance level
. A- 0.05

Critical valve
.

. Vent
, all = tt-z.dk

Derision rule . Diet Ho iff N > Wait
, %

That  is
, thiectttoiff I than

it
.

 
- tie ,%

' fjfa tea
,

an ⇒ we faith - reject Ho

or indeed if the  interval II tµ%FEIf contains 0
,

we faith.reject Ho fndjjcey ,

. .  .
but this is exactly the look . a) ICI

.
for f. Ias derived in partial ) !

←

Mmm

Ato KEE

1-I

=

3¥
EE HEE

HEE



Question 3

Notes onDelta method
.



2018

a) let y = Xp + E where I fx , xz . .  .xD and fi xD
Let's assume : At

,
A2

,
A3 Rsm

,
A4W

.

NON - LINEAR RESTRICTIONS RECAP :

=

° let
g

ERIE a set  of r non .
linear and continuously differentiable functions of R ?

Say we wish to test Ho : g = 0

Hi : gcp ) f- 0

.

Using the WAS Principle of testing based on & :-. KEI dy ( ie
. from the unrestricted

model ) ,
wewEhdideally wish to construct a statistic of the form :

4IN
'

girls54411as the non-linear analogue to the usualftp.q/'fRValpTRjIRp-q)iEDI
statistic as in the case  of r

linear
restrictions contained in the matrix R

.

The problem is that we need Vat (g )) where gl. ) is a NON-LINEAR function .

( i.  e. you can't just
"

pull out
" the "R "

happily
"

with a square
"

!)

•F•



2018

. We use the result I from the " delta method
" ) that :

For "

large
" N (under Al

,
A2

,A3Rsm,A4GM
) ,

g
 '

Nlg ,
9

stilopifvar
food off )

.

Tidalike  air "IF "

. We can proceed then with test statistic V i

*

gyiifcgkilopsfoxeii3@slklopntfgcpsllnderttoiglpfo.vn

"

XI for
"

large

"N(
assuming At

,
A2

,
ASRSM

,

AY6M ) .

. For a.

weghji.it
and as lot :'( EE9E8)

news
, v=kE's "EH i:) "

?:))
"

III
.

XI under Ho for "

large N
"

Iassuming At ,A2,A3Rsm ,
A 46M ) .

111111111


