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QUESTION I
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µg The NLRM is as follows .
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The Asymptotic NLRMIANLRM) : y=×ftE
At . e- ?? 10

,
NIN )

A2

A3Rsm
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oforalli-f.in

;h=f,K
A 46M

-
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NLRM fiAU6M )

i ) RG1X NMVN ftp.REHIIR' ) Nak : there is a typo in E ftp.esf in the official solution

iii.  is liaisons)/µk ) ; Et: fit  o
' & k¥1 I x - XJ.ie

I CRE.

.RH4R ' r'
'

R' It ftp.is-RD/xwXI
lira ) Conditional on X

,

the RVs in C) and are  independent .

INb) Conditional on X
,

the RVs in and are independent .

4) Conditional on ×
,

I=

is - this )
,

~ the

Conditional on X
, FIRE,RPYIR % ,

'
R'T ftp.a.RD/rvFw.k

Finally ,
ask yourself how above results would he modified under the A www./w.A4tm) .

06

ffs .
Also see Vassilis

'

solutions

forfeits
for lack

thereof
) in the NLRMIANLRM (w

. AND

FFF



Tip : TRY To STUDY PAGES 94-96 of VASSILIS '
"

SUPPLEMENTARY TECHNICAL

NOTES " FOR AN UNDERSTANDING OF WHAT You'RE Supposed To Discuss
.

I WILL GUIDE You THROUGH PAGE 94) IN CLASS (SEE SLIDE BELOW) .





QUESTION 2
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a) let y = Xp + E where I fx , xz . .  .xD and fi xD
Let's assume : At

,
A2

,
A3 Rsm

,
A4W

.

NON - LINEAR RESTRICTIONS RECAP :

=

° let
g

ERIE a set  of r non .
linear and continuously differentiable functions of R ?

Say we wish to test Ho : g = 0

Hi : gcp ) f- 0

.

Using the WAS Principle of testing based on & :-. KEI dy ( ie
. from the unrestricted

model ) ,
wewEhdideally wish to construct a statistic of the form :

4IN
'

girls54411as the non-linear analogue to the usualftp.q/'fRValpTRjIRp-q)iEDI
statistic as in the case  of r

linear
restrictions contained in the matrix R

.

The problem is that we need Vat (g )) where gl. ) is a NON-LINEAR function .

( i.  e. you can't just
"

pull out
" the "R "

happily
"

with a square
"

!)
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. We use the result I from the " delta method
" ) that :

For "

large
" N (under Al

,
A2

,A3Rsm,A4GM
) ,

g
 '

Nlg ,
9

stilopifvar
food off )

.

Tidalike  air "IF "

. We can proceed then with test statistic V i

*

gyiifcgkilopsfoxeii3@slklopntfgcpsllnderttoiglpfo.vn

"

XI for
"

large

"N(
assuming At

,
A2

,
ASRSM

,

AY6M ) .

. For a.

weghji.it
and as lot :'( EE9E8)

news
, v=kE's "EH i:) "

?:))
"

III
.

XI under Ho for "

large N
"

Iassuming At ,A2,A3Rsm ,
A 46M ) .



° We can thus find for some exogenousby but tigmficana level at ( 0
, 1) ,

A critical valve
, Say X }

,
, , a ,

which devotes the 1004 - a)
th

percentile on the CDF

of a X } random variable
.

• Our decision rule would be to :

that Ho at the 100dB significance level if and only if V > X}
, ix.

. Finally
,

we note that a distributional IA5 style) assumption is not needed Since
the Delta method only gives us asymptotically valid distributional results for V

.

No exact

results are available for V infinite temples .

[Test yourself: can you spot the typos in the official solution? Hint : R--5
.]
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. An alternative method maybe .

① estimate the unrestricted model via MLE Iassuming ASN )
i.  e. F÷ argmpin

hg LIP
,

data )

and compute WE by If § ,
data )

② estimate the restricted model via ME (assuming ASN )
i.  e.fr :-.

org my by Hp , data )
at

. g = 0

and compute life by LIFE ; data )
① LR ÷ 2µLFu - liter ) If for

"

large
"

N .

¥ I

+

why?!

* = why? '

Now
,
do the usual

"

recipe
"

here
. (eg: Set 4. Find Kant

,

i.× ;Define refection region ,etc)
.
. .

tofinish your solution .



Found this i thought it may help you . It's what I
2020

would have also said to explain the previous slide .

mum
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PS9
=

I Q1 ) y= Xp
+ E

;
let X be a Txk matrix

At
,

A2
,

A3Rmi hold
.

Also
,

A4D
.

let D= RIM
.

& D= r !

µ , pas :-.

xixuizlgmmonexmmrs.int
.

Fang . = ④' Ii '

X
' E'

y forgetting hats ; talking
← about 0

,
when parany.to

is

4) pas = ⇐sixjxtiy ⇐ix5
'

x' I
'

lxp+e)
=

six ) xttxptytixjx.si 's

=p -1

xxIxti'E
Similarly , ff

,

= exist'

xfxiriy-tyhhixjxtttxfp.ie

)
=p + ④sE'xjxtE 's

Ba



i. The sapling error vectors in each case are as follows :

for las case : Cpas-f) =L

xWxJxtt⇐for Foes case : ( fans - f) = ixjxtE'e=
(c) Properties of f) : f) Unbiased :

• Effie=Ef×oixYx Itof
EIEIHxfxotelx.it/lin-iiHEfLxttxjtxsfffsfxpf)

treatas known

= Ef xti
'

EF4H1ASEmi
i. Eff, I - p = 0 so fins is an unbiased estimator of By



• ELE.aipf-Efdtiixjxtiief.EE/EffxtYxjxttifx, if ]
= Ef Effort'xjxtE

'

4 D)
Recall : I =-D II) where I is an estimator of A some parameter which controls define

the structure  of R
.

thus
, g.ly,

x) =

g.flip ,
4) makes I and

,
in turn

,

/

f) potentially a non-linear function of E .

So
,

we cannot

rely ,
as we

usually might ,
on linearity properly of the Ef. I4) operator to continue

the unbiased ne proof .

It  is
,

in general ,
not known how to find unbiased mess of €

,
as an estimator of f.

( Indeed
,

finite - temple properties and exact distributions of FG6 estimators are

generally not known
.)

-

'

- Comparison I : ffs is an unbiased estimator off under At
,

A2
,
A3 Rui and A4D but the Some

cannot be said in general for

Ias
.

←



(2) Consistencyfast o) :

. this is

-f) =

p¥sf¥dxif
= HIS " I p¥z Ettie )

by Shetty's theorem
.

• Now
,

assumeftp.IIIKttx/=Q*tonefiniteRD.mahiykXk

862: PIYAI = 9×1

i. Under At . A4D and

61,62

, £
,

is a consistent estimator of Blasted) .



^
. trails = this past +4%-0

= lxtiixjxti-xlhixjxh.it¥itxixot-xtixfxh.fiI ' Ii
LEE

= exist xtte-lxtiixfx.ir 's tip,
-f)

-
: ' Emotionsf) If thing

- It. IT p¥%fExtiD

+ phf ( foes - f) by Stubby's theorem
.



COMPARISON 2 :

if we have that

Ft
: pfiyo If 4thXD =¥ig ↳HEH)

← *f they € ④4) then

^

under At A4D and4,62andA,F2, both

Pg
and §

,
are consistent

Lastoo ) estimators of f.
=

/ In practice
, wegdoyjtitsff.ir" Fi and F2

;
we prove then based on IT consistency )But that's not

my goal for this problem set
.

( i.e.  in  research
,

its bad practice to just assume that estimators are consistent )



③ limiting distributions fasta) :

=

Refit: . Assume : 1¥'VE d- MVN (0
,

Q* ) as Tna
.

⇒ we have that ftp.s - f) I mvnfo
,HEH

)
as Tsao

. Also assume F3: pfingflxtiief-phf.no#Kttd

⇒ we have that
ftp.as-p/d-iMvNf9phgflxtExT

)
as T70

.

Comparison 3 : Under At - AUD and

4,62
,

G3 and FIF 2FS ,

free
,

and foes are both asymptotically Normal as tea
.

=-


