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QUESTIONS 0 and I
⇐WIR 's ADDITION) (Vassilis ' ORIGINAL Question)



Consider
y= Xp + E ,

where the tth element of c is such that q.lt/4oL)fort--f...,T
and finite 02 .

Assume further that Txk matrix X has full rank KET ,

/
T

that the rows 44¥ , constitute an HD sequence ,
and XIE

.

LQ0 a) Find the probability limit of as

- f) i
IQ04 Find the limiting distribution of F( Goes - f) ; and
(a) Find the probability limit of - o

') ;
as IT to

,
where fois : = ④xj

' X'
y
and 8{ ÷ EE for 1 :-. g- xp,



0 a) PROPERON .

as
- f) Is 0 as Tea

.

Beat . We have B.if =
'

HE =fE¥Ef He

so that pfijlfas.pl = got f
'

pho t.IE#byShtskfs
theorem

.

Let us add the assumption that Efx#It is a finite PD . matrix .

Then
, by Khinchine's LLN

,
it holds that phw ¥ II.HE = E¥E/

and byChebyshev's UN ,
it holds that pfjmok.IE#q=EHEEf

so that phoff,- f) = IE EITEHEH .

We
recognise

that EH44) EfxtEK4X1) = 0 under our modelling framework
and this completes the proof .

I



④b) Proposition . ftp.s-p/d-iN&o%Efxexe'I
'

) as Tea
.

thoo we have ftp.ipt-HI#EfktIIxEt .

As noted earlier
,

it holds by Khinchine 's LLN that

¥2 * = EH4 .

Moreover
,
it holds by the Lindeberg-Lely CLT that

Rf a. 4 N10 , % EYE ) ) as Too
.

The required result then follows from frank 's convergence theorem .

D



Slept . Algebra
Recognise y= Xp -12

or

y
-

- Xp -12
,

so xp- f) the-4=0

⇒ i= E- xlxiix 's
.

Thus
,

iii. 4-xlxxix.se/Ye-xlxixjxkI
= is - six xlxlx 'xIx 's

= de - six Ix 's
.

tinny ,

i = the- It .

④
Alternatively , we obtain
iii. 4×414×4 = dMxE

| = " - """"
"

"←



Step 2 : Assumptions
Assume EYE) = 0

,
and

[
××

is a finite Re matrix
,

and

of Elo
, a)

,
noting that my exogeneity assumption is of the weakest possible form

Step 3 : Shetty's theorem

* :L I = of
by repeated use  of Stubby 's theorem

.

AGED [Assume X is zero-meanWL04



Step 4 :

"

Suitable
"

UN 's

lit By Khin chines WLLN (

EIHD
with finite mean

,
as assumed in Step 2

,
%) ,

II. ¥ I II = EIEEI -

- I .

By Khin chines WLLN (
text

" D with finite lstmom
.

,
as assumed in Hep 2

,

I
xx ) ,

TITO 1¥) = PEI I t.IM/--EftxEf--Exx .

Iii ) By Chebyshev's WLLN
,

¥4 HD with finite mean
,

as assumed in Step 2
,

0
;

AND finite variance
, of Zxx )

,

TEI f¥ ) = p¥g If III.4) = E HEH = 0

④fact
,

we have that x¥ 0
,

a much
stronger

result
. ]



-



QUESTION 2



Intuition behind puns :
Consider for s -- I , . . . ,S

'

,

the model for latent
variable 7¥ = tsp + Es ,Es N10

,
of) , SIX .

It is impossible to estimate this model
since YI is unobserved .

We observe instead

Yg* > 0" s

*eo

but Eµ,IY4X) is not linear .

we have a

standard regression model for Ys , except one in which all neg.
valves are mapped to 0 (or -999 in Vassilis ' solution) .



Indeed

Epi . GIM
-

- Ep;→9sHs so ,Hippo.,4sso)
+

ftp.oy/4Hs--9xIIppy4s--o)=xip+o4IipIoI.oIlxip/4! line
:* .

( see orange III.I



REMARK I
.

We note in the previous expression that

14%1470/4=7%414*101×4
-

- Igor,1×544 >0µs) - fppytess-xs.plXs)
= Iggy1%7

- xstslolxsl
= OI Hippo) where I (a) , at R ,

denotes

PIZE a) for 2- ~ NL9Y ,
and using the propertythat the N 10,4
PDF is an even function . D



To summarise
,
let

glxsipt 1×3=441*45%1*841
to that

' Riotous:=I§j④- gasps ,
or indeed

thus " "
II.ftp.1.fys-glxsifnulfo . -①



Properties of ponies :
The system of equations in ① is non- linear

.

No

closed - form expression for pm, exists .
We

use a 1st order Taylor approximation as follows :

oxs.IR#plth-glxsiM+IgttlxsiMIys-glxsifD -[
gkxsiplgklxs.pl/lpnusp)



r

Thus
,
under twice - continuous differentability of

glxs ;f) and mean independence of X with E ,

we can use shotsby's theorem together
with an LLN in order to establish (as in Qo)

consistency of fine, . Further , we can use
Cramer's theorem together with a CLT in
order to establish asymptotic normality
for itslpm,- f) as I - 0 .

However
,

there is no guarantee for Crane'sRao
attainment

. If we want an asymptotically efficient estimator ,
we must instead consider ME (outside the scope of this question) .



µ Not needed for EC402 but is the onlypart that Ihaven't
"

Ragin . where did Result I come from?
" "Ptisodve

.

let 0 :=µo4 .

Then
,
Eoflslxs , 01=15,fyslysfxsisso.io/dysNohiethatfygfys/Xs,h*ssopf=Yrs4fcys-xs'f) lol , a

"

hazard
"

Iolxiplr)
function .

- I

i. Eoflslxs.IO/.-oI4s'pHIysCH4Hs-xipY4dys
let us :-. Of s

- x'sf) Ir) , then

- • ¥; anti FEI 's MY .fi f) , or

odus.pl#xipHI-oIHEIMIE'ffdys.



Clearly if ys :O-o ,

then us : off xd ffs) → 0

④
fond -us : O - 9 f-xp14 ,or - us : o- 44¥)
Using substitution ① and insight② ,

it④Ho ) oo

for du , = I ¥44 f) dy ,
- ¥1901 Is f) dys

• 41×59/4=1%4 , 4 Ins f) dys
- ¥4.4 - 41¥93 das



= 1%4 4µs f) das - Effet 14 if
it follows immediately that :

414.44 of = xip to 4¥
'

f)
EH4H

which Vassilis calls "Result 1
"

.

I REPEAT : You Do NOT NEED TO KNOW THIS

DERIVATION OF RESULT 1 .
IT IS HEREFOR

Curious

,
STUDENTS WHO WERE PLANNING To Ask ME ABOUT

RESULT I ONLY
.



As we leave N4S
,
can you now see the

intuition for why 04 cannot work in this
case? Let's look at our model again together. . .

Eats14 ,

"
s so) = xipi-ooflxs.fi/o)oIlxspt)

the conditional expectation of Ys given Ys>0 (and Xs)
does not depend only on ×jp but also non-linearly
on xp through the 4- f) I OI f) function .

One

could interpret the problem as ours due to endogeieity
arising from a failure to control for the NL term .


