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Robust Mean Change Point Testing in
High-dimensional Data with Heavy Tails

Mengchu Li, Yudong Chen, Tengyao Wang and Yi Yu

Abstract

We study mean change point testing problems for high-dimensional data, with exponentially- or polynomially-decaying tails. In
each case, depending on the £p-norm of the mean change vector, we separately consider dense and sparse regimes. We characterise
the boundary between the dense and sparse regimes under the above two tail conditions for the first time in the change point
literature and propose novel testing procedures that attain optimal rates in each of the four regimes up to a poly-iterated logarithmic
factor. To be specific, when the error distributions possess exponentially-decaying tails, a near-optimal CUSUM-type statistic is
considered. As for polynomially-decaying tails, admitting bounded a-th moments for some o > 4, we introduce a median-of-
means-type test statistic that achieves a near-optimal testing rate in both dense and sparse regimes. Our investigation in the even
more challenging case of 2 < o < 4, unveils a new phenomenon that the minimax testing rate has no sparse regime, i.e. testing
sparse changes is information-theoretically as hard as testing dense changes. Finally, we consider various extensions where we
also obtain near-optimal performances, including testing against multiple change points, allowing temporal dependence as well as
fewer than two finite moments in the data generating mechanisms. We also show how sub-Gaussian rates can be achieved when
an additional minimal spacing condition is imposed under the alternative hypothesis.

Index Terms

Change points, Heavy-tailed error, Minimax testing, High-dimensional data, Robustness

I. INTRODUCTION

N this paper, we study change point testing problems when the observations are corrupted by heavy-tailed errors. To be
specific, consider the ‘signal plus noise’ model

Xt:9t+Et€Rp, t=1,...,n,

where X represents the p-variate observation at time ¢, 6; the signal and F; the error term. Writing X := (X3,..., X,,) € RP*",
and similarly for § and E, we express the model in matrix form as:
X=0+EFE, (1)

where X, 6 and F are all p xn matrices. We start by assuming the entries of ' are independent random variables with zero mean
and unit variance and we denote the distribution of £ as P. € Q. We are interested in understanding the fundamental difficulty
of testing whether the columns of 6 undergo a change at some unknown location when the class Q contains heavy-tailed
distributions. Focusing on the single change point alternative hypothesis for now, our goal can be formalised as testing

n—1
Ho:0 €0(p,n) vs. Hy:0€0(p,n,s,p):= U @(to)(p,n,s,p), 2)
to=1
with
Oo(p,n) :={0:0; =pforall t=1,... ,n, for some u € RP} 3)
and

G)(t())(p,n,s,p) = {Q:Gt:ul fort=1,...,tg, O =ps fort =to+1,...,n,

to(n — to)
n

for some py, po € RP s.t. ||p1 — pallo < s, 1 — pol2 > pg}. 4)
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For any v = (v(1),... 7v(d))T € R?, we denote [[v]jg := 0, Tgyy20) and [[v]|s := {30 v(i)2}1/2. To put it in words,
we use O (p, n) to denote the space of signals without a change point, and ©*)(p, n, s, p) to denote the space of signals with
a change at location t, of entry-wise sparsity level s and (normalised) signal strength p. The multiplicative factor ¢o(n—tg)n
of |11 — p2]|3 can be regarded as the effective sample size of the problem. It reflects the fact that the difficulty of testing
change point is related to where the change happens.

Change point analysis as a broad topic has received increasing attention in recent years. Various models [1]-[6] are considered
in the literature focusing on different tasks, including testing the existence of change points, estimating their locations and
quantifying the uncertainty of the proposed estimators. From a theoretical point of view, many of the problems studied are
shown to exhibit a phase transition phenomenon, i.e. a change point can only be reliably tested or accurately localised when
its signal strength, measured in some problem-dependent way, exceeds some threshold. It is, therefore, crucial to understand
the boundary of this phase transition behaviour. For the testing problem that we are concerned with here, the key quantity is
the minimax testing rate, v (p,n, s), defined below. For a given 6 and E ~ P,, we write Py p, the probability measure of the
data X generated from (1) and Eg _p, the corresponding expectation operator.

Definition 1 (Minimax testing rate). Let ® denote the set of all measurable test functions ¢ : RP*™ — {0, 1}. Consider the
minimax testing error

Ro(p) == inf Ro(p,¢) = inf{ sup sup Egp (¢)+ sup  sup Egp (1-— 925)}-
¢e P€P (P.eQ €O (p,n) P.€Q6€O(p,n,s,p)

For a fixed € € (0,1/2), we say that v§(p,n,s) is the minimax testing rate if Ro(p) < € when p? > Cvs(p,n,s), and

Ra(p) > 1/2 when p* < cvly(p,n, s), where ¢,C > 0 are constants depending only on € and Q.

Note that in Definition 1, C is allowed to depend on €. Since the primary goal of the paper is to characterise the minimal
size of the signal, in terms of various model parameters, where the testing problem starts to become feasible, we will treat ¢
as a constant throughout the rest of the paper.

A minimax testing rate is previously studied in [2] under model (1), where the entries of noise matrix E are assumed to be
independent standard normal random variables. It is shown that

v}k\,@)(o)l)(p,n, s) = { ploglog(8n) A [s log {ep,f2 log log(8n)}]} V loglog(8n), (5)

where N®(0,1) denotes the joint distribution of all pn independent N (0, 1) entries in E. Our main contribution, presented
in Section I-A, is to characterise the impact of heavy-tailed distributions on the minimax testing rate. More specifically, we
consider two classes of error distributions.

Definition 2 (G, x class of distributions). For K > 0 and o € (0,2], let G, i denote the class of distributions on R such
that for any P € G, i and random variable W ~ P, it holds that

EW)=0, EW?) =1 and E(exp{|W/K|*})<2.

The G, k class consists of sub-Weibull distributions of order o with mean 0, variance 1 and the Orlicz 1),-norm upper
bounded by K (see Definitions 6 and 7). By Proposition 29(a), they possess exponentially-decaying tails, as P(|W| > z) <
2e~@/K)" for x > 0.

Definition 3 (P, i class of distributions). For K > 0 and o > 2, let P, k denote the class of distributions on R such that
for any P € P, i and random variable W ~ P, it holds that

EW)=0, EW?) =1 and E(|W/K|*)<1.

In words, each distribution within this class has its a-th moment bounded above by K < oo and possesses a polynomially-
decaying tail. This is typically much heavier than an exponentially-decaying tail and thus poses a much bigger statistical
challenge.

We study the minimax rate of testing v (p,n, s) defined in Definition 1 for Q = gfj x and Q = 7?3 K- respectively. Let
Qf? x and PS? x denote the class of joint distributions of all the entries in the error matrix £ € RP*", when each entry of
ind’ependenﬂ}; follows a distribution on R that belongs to the class G, x and P, x, respectively. Throughout the paper, we
treat K and « as constants.

A. Main results and outline

Our main results, developed in Sections II and III, characterise the minimax testing rates under both exponentially- and
polynomial-decaying tails. In particular, we establish that in the case of exponentially-decaying tails

vge (pym,s) =< Lmin{y/p, s1log®®(ep/s)} + log log(8n) (6)
a, K
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for some L € [1, loglog(8n)|, and in the case of polynomial-decaying tails
* . 21 2
ps (p,m,s) < Lmin{p="2, s(p/s)=} + loglog(8n) (7)

for some L € [1,loglog(8n)]. Upper and lower bounds with explicit dependence on iterated logarithmic factors are detailed
in Section II-C and section III-C.

Note that as the level of sparsity s increases from 1 to p, there is a changeover in the dominating term in both (6) and (7).
Depending on whether directly involving s in the final rates, we refer to the resulting regimes the sparse and dense regimes,
with their transition boundaries s& and s}, determined by sy log?/ “(ep/sg) = /p for gfﬁ 5 and s;;(p/s;‘,)% = paVz for
P2

The transition boundaries are demonstrated in Figure 1. When P, € Pﬁ k- the minimax testing rate transition occurs at
s% = p'/271/(2=2) when o > 4. When « € [2,4), there is essentially no sparse regime, since in this range of o, there does not
exist any s € [1,p] such that s(p/s)*/2 < p*>/. This observation implies that testing sparse change is information-theoretically
as hard as testing dense changes when o € [2,4], as the minimax testing rate is independent of s. When P, € QS K- the

transition boundary takes a simpler form of sg < \/ﬁlog_Q/ *(ep) for « € (0, 2].

Polynomially-decaying tails Exponentially-decaying tails

041 Sparse regime 12 Sparse regime

0.29
0.17 Dense regime e
Dense regime
0.09
2 4 ] 8 0.0 0.5 1.0 1.5 20
o o

Fig. 1. Minimax testing rate transition boundaries between dense and sparse regimes when the distribution of the error matrix belongs to 73? x (left panel)
and QE?K (right panel). The left panel plots the curve y(c) = (or — 2) ™1 A 1/2 for o € [2,00), and the two regimes are separated by % = p'/2=7. The
right panel plots the curve 8(a) = 2/a for a € (0, 2], and the two regimes are separated by s < \/;Elog*/3 (ep).

The upper bounds on (6) and (7) are each obtained by analysing two different testing procedures separately, targeting at
dense and sparse regimes. In practice, the level of sparsity is usually unknown and we address the issue of adaptation to sparsity
in Section IV. We show that there is no additional cost of adaptation in achieving the optimal minimax testing rates. Finally,
in Section VI, we consider extensions in four interesting directions, including (1) testing against multiple change points, (2)
accounting for temporal dependence among observations, (3) addressing the case where the noise matrix entries have fewer
than two finite moments, and (4) examining the situation where an additional minimal spacing condition is imposed between
the potential change point and the boundary time points. Generally speaking, we develop near-optimal procedures under these
more general settings and demonstrate an interesting phenomenon in (4)—tests can achieve sub-Gaussian performances under
heavy-tailed noise assumptions if it is known that the potential change point is away from the endpoints by a small distance
that only depends on the model parameters p, n and s through logarithmic terms.

To highlight our contributions relative to the existing literature, we note that in previous works on robust mean change
point testing problems [7], [8], change point locations are required to be comparable to the length of time series in order to
achieve near-optimal guarantees. Our results, in comparison, cover a much more general parameter space, where the change
point locations may be arbitrarily close to the boundary. Compared to recent works on optimal mean change point testing
problems without robustness [2], [6], our results allow for general classes of distributions beyond Gaussian and sub-Gaussian
cases and quantify the costs of heavy-tailedness. Finally, compared to relevant recent works on robust estimation in sequence
models [9], we investigate the more challenging case where noise entries have fewer than four finite moments, and unveil a
new phenomenon on the effects of sparsity that was previously unknown even in sequence models. More in-depth discussions
on these works can be found in Section I-B.
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B. Relation to existing literature

Many real-world data such as financial returns and macroeconomic variables exhibit heavy-tail phenomena, which often
violate the convenient sub-Gaussian/exponential assumptions adopted by data analysts. Statistical procedures that mitigate the
effects of heavy-tailed and/or contaminated data, therefore, have been sought after in practice, see [10] for more in-depth
discussions. In the realm of change point analysis, one line of recent works [4], [5], [11] consider change point models
with exponentially-decaying heavy-tailed noise and study the performance of non-robust algorithms that perform well under
sub-Gaussian noise assumptions. Theoretical results therein all require stronger assumptions on the strength of change points
compared to the setting under sub-Gaussian assumptions. One motivation for our work is thus to investigate to what extent
ideas from robust statistics are useful in analysing change points within high-dimensional heavy-tailed data streams.

Another line of work develops algorithms with robust components for change point analysis. In particular, in the univariate
mean change setting, [12] propose to swap the commonly used ¢5-loss with other loss functions, including the biweight and
Huber loss functions to enhance robustness against heavy-tailed errors in localising change points. [13] deploy a robust mean
estimator with a scanning window idea to estimate multiple change point locations under a more general Huber contamination
framework. Their results show that, in terms of the minimax detection boundary, there is essentially no cost of relaxing the
sub-Gaussian assumption to more flexible finite moment assumptions. Robust change point analysis methodologies have also
been proposed in other contexts including change point detection in stump models [14], high-dimensional linear models [15]
and functional time series [16], as well as detecting covariance changes [17] and distributional changes [18]. There is also
work exploring rank-based methods and focusing on univariate time series data [19]-[23]. We remark that some works focus
on robust online change point detection [24]-[26], which is different from the offline version that we study here'.

Closer to our high-dimensional mean change point setting, [7] and [8] both consider the testing problem (2) and propose
robust methodology targeting at sparse and dense changes, respectively. [7] formulate the problem as testing location parameter
change, which in contrast to our model, allows the noise distribution to have mean parameter being infinite. Their methodology
involves a U-statistic with an anti-symmetric and bounded kernel, followed by an ¢, aggregation. The power analysis of their
proposed test (cf. Theorem 3.3 therein) along with subsequent remarks provide finite sample results showing that their test
is able to detect the change point when it is sufficiently away from the boundary. In particular, their Remark 4 suggests that
detection is only possible for local alternative when the change point location satisfies

to A (n— to) > ey/nlog(np),

for some absolute constant ¢ > 0. In comparison, our results hold for the parameter space O(p, n, s, p) that covers all possible
locations of change points. Moreover, as discussed in Remark 5 therein, their procedure achieves the sparse regime rate in
“%@(0,1)(1’» n,s) up to a poly-logarithmic factor in n and p only when ¢y = cn for some fixed constant ¢ € (0,1). [8] consider
the same mean change point testing problem as ours but without sparsity constraints, while allowing for a form of weak spatial
dependence across coordinates. In terms of methodology, they also utilise a robustified U-statistic and combine it with the
self-normalisation technique. They derive the limiting distributions of the proposed test under the sequential asymptotics. It
is discussed in Remark 2 therein that, asymptotically, their test achieves the dense rate v}‘v®(071)(p, n,p) up to a logarithmic
factor in n, when the change point location satisfies ¢y = cn for some fixed constant ¢ € (0, 1).

In comparison to the results in [7] and [8], our results are non-asymptotic and reveal that when considering the whole
parameter space ©(p,n,s,p), where the change point locations may be arbitrarily close to the boundary, the fundamental
difficulty of the testing problem changes drastically. In particular, the heavy-tailed distributions manifest a strong impact on the
minimax testing rates and one can no longer achieve the Gaussian-like minimax testing rates, especially in the sparse regime.
Moreover, our results are generally sharper in the sense that we characterise the minimax testing rates up to a factor of at most
log log(8n).

Lastly, we mention two recent works [9] and [2], that are technically related to ours. [9] study the sparse sequence models
where

YZ:91+O'£“ Zil,,p

The noise random variables &;’s are i.i.d. with some distribution belonging to either G, x or P, k, and the signal 6 is assumed
to be fy-sparse with sparsity s. They provide minimax rates for estimating ||6||2 among other results (cf. Table 1 therein)
under these two noise classes. Our results recover theirs when n is of constant order and provide a link between these two
problems, while significantly generalising to the arbitrary n case. To achieve the minimax estimation rates, [9] first estimate
0 via a penalised least squares estimator 0 in the sparse regime, and use ||A||2 as an estimator for ||||,. We adopt a different
yet more intuitive hard-thresholding methodology in extracting information from sparse changes. Moreover, their upper bound
rate under P, g requires the assumption of bounded fourth moments, i.e. o > 4. We investigate the more challenging case
when « € (2,4), as well as o < 2 in Section VI, and unveil a previously unknown phase transition behaviour even when n is
of constant order.

'In an online change point analysis problem, one monitors the change points while collecting data. In the offline context, the change point analysis is
conducted retrospectively.
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[2] study the same testing problem (2) as ours under the Gaussian noise assumption while also considering spatial and
temporal dependence. Their proposed testing procedure computes CUSUM-type statistics [27] at each location on a dyadic
grid. This also serves as the starting point of various procedures in our work. By comparing the results in Table I with the
rate ”7\1@(0 1)(p, n, s) derived by [2] under the Gaussianity assumption, we show that the heavy-tailed errors mainly affect the
difficulty of testing sparse changes, whereas in the 73® i case with a € [2,4), the dense rate also changes dramatically. In the
special case of p = s = 1, our results (both upper and lower bounds in all cases) reduce to loglog(8n), which is the same
rate as vN®(071)(17 n,1). This shows that, in the univariate setting, there is no extra cost of allowing for heavy-tailed errors in
testing change point compared to Gaussian errors.

C. Notation

We introduce the notation used throughout the paper. Let ZT denote the set of positive integers. For d € Z¥, write
[d) :={1,...,d}. Let [-], || and T'(-) denote the ceiling, floor and Gamma functions, respectively. Given a,b € R, denote
aAb := min(a, b) and aVb := max(a,b). For a set S, use 1g and |S| to denote its indicator function and cardinality respectively.
For a vector v = (v(l),...,v(d))T € RY, define [jv]|; := Z?Zl |v(i)| and [[v]|e = max;e(q) [v(i)]. For two vectors
v,w € R, we use (v,w) to denote their inner product. For a matrix A = (Ai;)ica,],jelds] = (Aj(i))ie[dl],je[dz] € R xda

denote the Frobenius norm ||Aljr := (Zf;lzdilfl%)l/z, the operator norm [|Allz 1= max,cpds ,2o [|Av]|2/]|v]]2, the
two-to-infinity norm [|Afl2co 1= max,cpdz yro [|[A0]|oo/||[v]l2 and the max norm ||Allmax = maxX;e(a,),je(do] |Aij]- For
two probability measures P and ) on a measurable space (X,.A), denote the total variation distance between them as
TV(P,Q) :=sup ¢ 4 |P(A) — Q(A)|. If, in addition, P and () are absolute continuous with respect to some base measure A\,
then define the squared Hellinger distance between them as H2(P, Q) : f Py (\/ —/q ) , where p and ¢ are the
Radon—-Nikodym derivatives of P and @) with respect to A respectlvely When the dlstrlbutlon is clear from the context, let P,
E and Var be probability, expectation and variance operators respectively. Finally, we write a 2 b if a > C1b, write a < b if
a < Cob, and write a < b if C3b < a < Cyb, for some constants C,Cy, C5,Cy > 0 that depend only on «, K, and &, which
are treated as constants throughout this work.

II. TESTING UNDER SUB-WEIBULL NOISE DISTRIBUTIONS

In this section, we consider the entries of the noise matrix £ to be independent random variables and each follows a
distribution belonging to the class G, k; see Definition 2. Recall the definitions of minimax testing rates, ”EQ,K (p,n,s), the
worst case testing error of a given test ¢, Rg(p, ¢), and the minimax testing error Rg(p), from Definition 1. For notational
simplicity, we use G in place of gg? K-

As mentioned in Section I-A, we shall establish an upper bound on Rg(p) by developing two testing procedures, targeting
at dense and sparse change signals. We provide the details of these two testing procedures with corresponding theoretical
guarantees leading to the dense and sparse rates in Sections II-A and II-B. The minimum between the two rates serves as an
upper bound on Rg(p) and we prove and discuss its optimality in Section II-C.

A. Testing for dense signals
To derive the dense rate, we consider the testing procedure that is used in [2]. Consider 7 := {1,2,4,...,2ll°e2(n/2)]} and
a CUSUM-type statistic , .
Doie1 Xi = D i Xng1—i

Y =
t \/ﬂ

We define our test as
ng,dense = ]l{maxteT Ar>r}s (8)

where »
A=) {YRG) -1} )
j=1

and r > 0 is the detection threshold specified in Theorem 1. Note that it suffices to test for a change point over the dyadic grid
T since for any true change point location ¢ty € [n — 1] under the alternative, there exists some ¢ € 7 such that ¢t < tq < 2t,
approximating the true change location up to a constant factor. The logarithmic size of 7 is the main reason behind the
appearance of the loglog(8n) terms in our bounds below. The following theorem establishes the theoretical guarantee of the

test ¢g,dense~

Theorem 1. Let 0 < o < 2 and K > 0. For any € € (0,1), there exist constants C1,Cy > 0 depending only on «, K and e,
such that the test ¢g dense defined in (8) with

r=C_C (\/p loglog(8n) + log log(Sn))
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satisfies
Rg (pa ¢g7dense) S g,

as long as p* > Cov§ 4enser Where
vlg{dense := /ploglog(8n) + loglog(8n).

Note that this simple test actually achieves the same rate in the dense regime as ”7\/@(0 1) defined in (5), even though the
noise distributions possess heavier tails than Gaussian and sub-Gaussian distributions. One key technical ingredient is a careful
analysis of the probability of the Type I error using Lemma 35 instead of a crude union bound.

B. Testing for sparse signals

To derive the sparse rate, we employ a sample-splitting testing procedure similar to that proposed in Section 5.1 of [28].
Intuitively, we first use half of the data to identify coordinates that exhibit strong signals of change, and then use the other
half to aggregate the selected ‘signal’ coordinates. Such a methodology is applicable for testing potential change locations
t € T\ {1} and we deal with testing the special case of ¢t = 1 separately.

To be specific, for t € T \ {1}, we define a sample-splitting version of (9) that

(bg,sparse = l{maxteT\{l} At oa>r} \ H{A11a>r1}7 (10)
with /2 /2 /2 /2
V.. Do Xoio1 — >0 Xngo—ai Voo Dol Xoi = D00 X2 1
t,1 -— \/'E 9 t,2 -— \/IE ( )
and
A, 4 2=V 0) = Ulgviagzay, 122, (12)
7 Y 0) - L vgyza,  t=1

where a,r,r1 are specified in Theorem 2.

Theorem 2. Let 0 < o <2 and K > 0. For any ¢ € (0, 1), there exist constants C1,Co,C3,Cy > 0 depending only on o, K
and ¢, such that the test ¢g sparse defined in (10) with

a=Ch [logl/o‘(ep/s) + 572 10g1/2{10g(8n)}],
r = Cy(y/sloglog(8n) + loglog(8n)) and ry = Csslog¥*(ep/s),

satisfies that
Rg(p, bg sparse) < €,
as long as p* > C’4vlg{sparse, where
VG sparse 1= s1log?/ “(ep/s) + log log(8n).
The idea of selecting coordinates via hard-thresholding has been widely used and in particular, in the change point context,
considered in [2] and [28] under the Gaussian noise assumption. Our use of sample-splitting prompts the independence between

the coordinate selection step and the /5-aggregation step. It simplifies the analysis while achieving the optimal testing rate, as
we will show in Section II-C.

C. Minimax optimality

We derive lower bounds on the minimax testing rate and discuss the optimality of our testing procedures in this section. First,
note that the theoretical guarantees in Theorems 1 and 2 hold for any sparsity level s. In other words, for any given s € [1, p],
we can simultaneously run the two testing procedures described in Sections II-A and II-B and take ¢g dense V @g sparse s our
test. This leads to an upper bound

UG dense N VG sparse = {SlogQ/ “(ep/s) N v/plog log(Sn)} + loglog(8n) (13)

*

o (p,m, s). The following theorem presents a corresponding lower bound.
o, K

on the minimax testing rate v

Theorem 3. Let 0 < o < 2, K > K, and s > c, for some absolute constant ¢ > 1 and some constant K, > 0 depending
only on . There exists some constant ¢’ > 0 depending only on a and K, such that Rg(p) > 1/2 whenever p* < c'v§, where

vg = {slogwa(ep/s) A +/p{log log(Sn)}“’l} + log log(8n)

and w1 = ]l{s>\/plog10g(8n)}.
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By combining the lower bound Ué’ in Theorem 3 and the upper bound in (13), we are able to quantify the minimax test rate
up to a factor of /loglog(8n) and conclude that our testing procedures are minimax rate optimal up to an iterated logarithmic
factor. Moreover, a closer look into the sparse and dense regimes, as defined in Section I-A, reveals that our results exactly
quantify v2® (p,m, s) in almost all regimes of sparsity.

Both the alii;per and lower bounds consist of a minimum of two terms, directly involving the sparsity level s and not. As
s grows, the final rate undergoes a phase transition, namely from a sparse regime to a dense one. To better understand the
transition, we focus on the relationship between p and s, setting the boundary between the sparse and the dense regime to be

the solution to sg log?/® (ep/sg) = /s ie.
VP (14

log®/“ (ep)

We summarise this phenomenon in Table 1. From the table, it is clear that our upper and lower bounds match exactly in the
entire sparse regime (i.e. s < s§) and the majority region of the dense regime (i.e. s > /ploglog(8n)). The y/loglog(8n) gap
between the upper and lower bounds, only exists in the region s§; < s < \/ploglog(8n) within the dense regime. Closing such
gap is challenging and a similar gap exists even when each entry of the noise matrix follows a sub-Gaussian, yet Gaussian,
distribution; see Section 7.1 of [29], where it is suggested that a procedure exploring the exact distribution of the noise might
be required to close this gap.

55 =<

TABLE 1
BOUNDS ON THE MINIMAX TESTING RATES IN THE SUB-WEIBULL NOISE DISTRIBUTION CLASS g® K> WHERE w1 = 1 . UPPER
a, {s>\/ploglog(8n)}

BOUNDS ARE OBTAINED IN THEOREMS 1 AND 2. LOWER BOUNDS ARE OBTAINED IN THEOREM 3.

Upper bound Lower bound
g® Dense | +/ploglog(8n) + loglog(8n) | 1/p{loglog(8n)}¥1 + loglog(8n)
K
“ Sparse | slog?/®(ep/s) + loglog(8n) slog?/*(ep/s) + loglog(8n)

To highlight the effects of sub-Weibull distributions on the minimax test rate, we note that allowing heavier tails does not
affect the minimax testing rate when s > y/ploglog(8n), relative to the results under Gaussian noise assumptions; see (5).
However, the tail behaviour, quantified by the parameter «, does affect the minimax rate in the sparse regime and hence the
transition boundary. Specifically, as a decreases (i.e. the tail becomes heavier), the sparse rate increases, meaning that it is
fundamentally more difficult to detect sparse changes as the tail of the noise distribution becomes heavier. As a prelude to
Section VI-D, we also show that a modification of the test ¢g sparse in Section II-B can achieve a sparse rate that is independent of
a, if a different alternative hypothesis is considered, where the change point is known to be at least log(ep/s) +s~! log log(8n)
away from the end points 1 and n.

III. TESTING UNDER FINITE MOMENT NOISE DISTRIBUTIONS

In this section, we consider the case when P, € 77(? K- or equivalently, we assume that the distribution of each entry in
the noise matrix F has only finite a-th moments, for some constant o > 2, see Definition 3. Compared to the G, g class of
distributions considered in Section II, where standard CUSUM-type testing procedures already achieve near-optimal minimax
testing rates, the P, g class of distributions include a much wider range of noise distributions, e.g. ¢ distributions and centred
Pareto distributions. As a result, it poses a much larger statistical challenge. New approaches to tackle the testing problem are
thus required.

Similar to Section II, we write the worst case testing error as Rp(p, ¢) and the minimax testing error as Rp(p). We again
assume the sparsity level to be known and derive the dense and sparse testing rates separately in Sections III-A and III-B.

A. Testing for dense signals

We consider a testing procedure built on the median-of-means-type statistics. For ¢ < n/2, we denote Z; := (X; —
X, iv1)/V/2. For t € T, we split {Zy,...,Z;} into G; groups of equal size (assuming that ¢ is always a multiple of chosen
G, for simplicity) that

211,242, 24,Gy»

where each group contains ¢/G; > 1 elements and the number of groups G, is specified later in (18). Set V; , € RP with

Gy

Vig(d) = 7 g €G], (15)
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where Z; , € RP is the sample mean of the g-th group. This quantity V; , can be thought as a scaled version of the statistic
A; defined in (9), but computed using only a subset of the data. To achieve robustness against heavy-tailed errors, we consider
the following median-of-means-type statistic

AMOM =1 medlan<ZVH ZV” ZVth > (16)

J=1
Our test is denoted as
¢77,dense = ]]'{maxteTAyOM/T't>1}’ (17)

with the detection threshold r; specified in (18). Before presenting the theoretical guarantee of the test ¢p gense in Theorem 4,
we first briefly explain the significance of median-of-means-type statistics and the novelty of our procedure.

Median-of-means-type statistics like (16) have been applied in a wide range of statistical problems [30]-[34]. The most
well-known and simplest form is its univariate mean estimation version. Suppose that we have i.i.d. data of sample size n with
mean 4 and variance o2, The median-of-means estimator M°M is obtained by first partitioning the data into G groups of
equal size, then calculating the sample mean within each group and finally computing the median of these G sample means.
It is shown in Theorem 2 of [35] that, for § € (0,1), when the number of groups G is chosen to be at least 8log(1/d), with
probability at least 1 — &, the estimator MM = MoM(§) satisfies that

|AM0M ‘ § o 3210g(1/§)

n
Thus, the median-of-means estimator can achieve sub-Gaussian performance in mean estimation under only the assumption of
finite second moment.

However, in our context, the aforementioned methodology is not applicable for testing potential change point that is too
close to the boundary, as we will not have enough data to split into the required number of groups to ensure good statistical
guarantees. Therefore, for ¢ € 7 such that ¢ < A with the threshold A specified in (18), we directly take the median of ¢
statistics in (16), i.e. Gy =t. We now present the theoretical guarantee of the test ¢p gense in (17).

Theorem 4. Assume « > 2. For any € € (0,1), there exist Cy,Cs > 0 depending only on «, K and ¢, such that the test
¢P,dense deﬁ"Wd in (17) with

ry = CipM/AVEOG, Gy =tAA and A = 23+[logxloglog(n)] (18)

satisfies that
RP(P; ¢73,dense) S g,

as long as p* > Cgv%dense, where
VB dense = P/ Y11/ log log(8n)

One challenge in our context is analysing the performance of the test ¢p gense When « € [2,4]. Since we compute a second-
order statistic V; , within each group g, standard variance-based analysis would require a bounded fourth moment condition
on the distribution. However, through a more refined analysis, we extend our results to this more demanding case of « € [2,4].
In this setting, the dense testing rate v%dense is affected by «, and we reveal a phase transition in the rate at o = 4.

An even more challenging scenario arises when the distribution of each entry of E lacks a finite variance. In this case, an
alternative test t0 ¢p dense 15 required, as the mean of the aforementioned second-order statistic V; 4 is no longer guaranteed
to be finite. We defer a detailed discussion of this setting to Section VI-C.

B. Testing for sparse signals

To derive the sparse rate, we employ a mean estimator satisfying a general condition detailed in Condition 1 in Appendix A5

to construct our test. There are potentially many choices of such a mean estimator, but one specific choice 2*>M is given in
[36]:
fns ((Witioym) = inf - sup  |u”p— IDRobust({u' Wi}iLy,n/(Gep/s)°)], (19)
KL et/ s
where W1,..., W, € RP are input data, L, := {v € RP : ||v|lg < s} is the set of s-sparse vectors in R?, ./\/213/2(81’_1)

is a (1/2)-cover of the set of 2s-sparse unit vectors with cardinality |J\/‘215/2(S”’1)| < (6ep/s)® [37], and 1DRobust is a
univariate robust mean estimator defined in Algorithm 2 of [36]. Other univariate robust mean estimators can be considered in
place of 1IDRobust, including the median-of-means and trimmed mean variants [38]. Notably, the estimator in (19) achieves a
near-optimal statistical guarantee for sparse mean estimation (Corollary 11 of [36]), despite its high computational complexity,
which scales exponentially in s.
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We describe our test o550, using fi 3 ({W;}f_y;n). For A specified in (21) and for t < A;, we use the non-robust
statistic A; , as defined in (12). For t € 7 N{t > A}, we construct the statistic from the ¢>-norm of this robust sparse mean
estimator:

RSM . ~RSM ARSM 2
Ay tsmHQ |“ts {Z }z 1T Hz
With all the parameters a, A, 7, 7R5M and 7, specified later in (21), we define
RSM  ._
(ZSP,Sparse T {maxteTm{tSA“ At,a/’l:t>1} v ]l{maxteTm{t>Al} A$SM/T§SNI>1}' (20)
RSM

The theoretical guarantee of ¢ is established as follows.

P,sparse

Theorem 5. Assume o > 4. For any € € (0, 1), there exist Cy,Ca,C3,Cy,Cs > 0 depending only on o, K and ¢, such that
the test pRSM defined in (20) with

P,sparse
a = Cl((p/S)l/a + 871/2 10g1/2(10g Al)), 7:t == 02 (s(p/s)z/a]l{tzl} + \/ SlOg Al]]-{t>1}),
tAA
n = exp{slog(ep/s) - s 2 }, RSM = Cy(t A Ag) 2D

A =C; (slog(ep/s) +log(16/)) and Ay =C; (slog(ep/s) + log(161og(2n)/e)),

satisfies that
RSM
(p7 ¢77 qp'que) pSgEop

as long as p* > C%v%smrse, where
VB sparse 1= 5(p/5)** +loglog(8n). (22)

The main reason we separate 7 into different regions in our test (20) is that (19) cannot be applied when ¢ is too close to
the boundary in order to achieve the required statistical performance. We, therefore, resort to the non-robust testing statistics
At o for t close to boundaries.

A significant drawback of using the robust sparse mean estimator to construct our test, gb%ssl\é[arse, is its high computational
cost, which scales exponentially with s. We defer the discussion of this issue and a two-component remedy that achieves the
same rate, which is in fact optimal, in polynomial time to Section III-C3.

C. Minimax optimal testing using a polynomial-time procedure

Similar to Section II-C, we first derive lower bounds on the minimax testing rate under P, x and examine the optimality of
our testing procedures in both the dense and sparse regimes in Section III-C1. Then, in Sections III-C2 and III-C3, we address
the computational intractability issue of (b%%}farse by combining it with a median-of-means-type test, yielding a procedure that
is both minimax optimal in the sparse regime and computationally feasible, with complexity polynomial in p and n.

1) Minimax optimality: For any given s € [1,p], by simultaneously running ¢p gense and #RSM  when a > 4 and only

P,sparse
running ¢p dense When 2 < o < 4, we obtain an upper bound
{s(p/s)?* A \/ploglog(8n)} + loglog(8n), when o > 4, 23)
p?/*loglog(8n), when 2 < o < 4,

on the minimax testing rate v* G® (p,m, s). This upper bound also implies the one presented in (7), i.e.

{s(p/s)Q/“ ApaVs } log log(8n).
The following result provides a corresponding lower bound.

Theorem 6. Let o > 2, K > K, and s > c, for some absolute constant ¢ > 1 and some constant K, > 0 depending only
on «. There exists some constant ¢’ > 0 depending only on o and K, such that Rp(p) > 1/2 whenever p2 </c v713, where

vk = {S(p/s)2/°‘ A p/OVA/2) (10g 10g(8n))“’2} + log log(8n)

{s>\/p10g log(8n) }ﬁ{a>4}

Similar to the exponentially-decaying tail case, by combining the lower bound v;; from Theorem 6 with the upper bound
in (23), we quantify the minimax test rate up to a factor of loglog(8n) and conclude that our testing procedures are minimax
rate near-optimal. Importantly, our results reveal a critical phenomenon that the minimax testing rate is independent of s when
o € [2,4]. As in this case, both (23) and v} reduce to p?/, up to a factor of loglog(8n). In other words, knowing the change

and wy = (1/2)1
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is sparse does not make the testing problem easier, and it is fundamentally impossible to exploit the sparse structure of the
change in pursuit of better results. We further discuss its consequence in the language of sparse and dense regimes below.

To understand the effect of sparsity, we again ignore the iterated logarithmic factor in n and focus on the relationship
between s and p. The boundary between the dense and sparse regimes is obtained by determining which term dominates the
upper/lower bound rate in the minimum operator. As defined in Section I-A, the boundary is

3,;; = p%_(ﬁ/\%)’ (24)
which satisfies s}, (p/ s}@)% = p%V%. The dense and sparse regimes are those where the sparsity level s is directly involved in

the rate or not. The characterisation is summarised in Table II. Notably, when 2 < o < 4, we always have
1 1 1

a—2"2 2
which means that there is no sparse regime in this extremely heavy-tailed setting.

TABLE I
BOUNDS ON THE MINIMAX TESTING RATES UNDER FINITE MOMENT NOISE DISTRIBUTION CLASS PS’K WITH o > 2, WHERE

w2 = (1/2)]1{s>\/plog log(Sn)}ﬁ{azél}'

Upper bound Lower bound

P® Dense (a >2) | p(2/V1/2) loglog(8n) | p(2/IV(1/2)(loglog(8n))«2 + loglog(8n)
a, K

Sparse (o > 4) | s(p/s)?/* + loglog(8n) s(p/s)?/* + loglog(8n)

From the table, we observe that our upper and lower bounds match exactly across the entire sparse regime (s < s%) when
it exists (o > 4). In the dense regime, the upper and lower bounds are off by a factor of order at most loglog(8n). We briefly
note that the upper bound in the special case of @ = 2 can be improved to p + loglog(8n), matching the lower bound in
this case up to constants. This is achieved as a by-product when we consider noise distributions with no more than two finite
moments in Section VI-C.

We now discuss the effects of o on the minimax testing rates. When both the dense and sparse regimes exist (« > 4),
we observe from Table II that the dense rate is not affected by « since 2/a < 1/2. Moreover, even compared to the dense
rate y/ploglog(8n) under Gaussian noise assumptions, the cost of heavy-tailedness is minimal. However, the sparse rates are
completely different from their counterparts in Section II-C, implying a significant increase of difficulty in detecting sparse
changes under heavy-tailed noises. We note that this difficulty can be largely mitigated if one assumes that the change point is
away from the boundary, and we discuss this interesting extension in Section VI-D. Finally, as « further decreases to between
2 and 4, the sparse regime becomes empty, and the dense rates are also affected by «.

2) A median-of-means-type test: As mentioned in Section III-B, one challenge of using a robust estimator such as (19) to
construct our testing procedure qS%i%am is its computational intractability. This stems from the need to project data onto every
2s-sparse unit vector or its covering set, causing the computational complexity to scale exponentially in s. This issue is, in
fact, common in high-dimensional robust statistics.

From Table II, we observe that ¢&°M  is used to establish the upper bound rate only in the sparse regime s < sp =

P,sparse
p%_(ﬁ%), where it achieves minimax optimality. A natural question, then, is whether a polynomial-time algorithm can also
attain minimax optimality. To answer this, we first examine a computationally-efficient test that combines the median-of-means
approach with a hard-thresholding step for coordinate selection.
Recall that Z; = (X;—X,,_;41)/V/2fori € [n/2]. Fort € T\{1}, we split {Z1, ..., Z;} into two halves: {Z1, Z3, ..., Z; 1}
and {Z3,Z4,...,Z;}. We further split the first set into G; groups of equal size, denoted as Z; 1.1, Z¢ 2.1, .., Zt,¢,,1, With
the number of groups G specified later in (29), and use Z; ;1 to denote the sample mean of the g-th group. The set

{Z3,Z4,...,Z} is reserved for selecting the signal coordinates as we did in Section II-B. Consider the statistic Viga €RP
with e
. -2 . t .
Vt,g,a(]) = <Zt,g,1(.]) - t) ]]'{\3@,2(j)\2a}7 J € [p]v (25)

where Y; 2(j) is defined in (11) and a is a selection threshold to be specified in (29). Our test statistic takes the same form as

in the dense case that v v v
t . . ) )
A%fM =3 median (Z Viia(9), Z Vig.a(d), .-, Z ‘/Z’Gt’a(j)> . (26)
Jj=1 Jj=1 Jj=1
For ¢t = 1, we cannot perform sample-splitting and therefore we deal with it separately by considering
P

AYMM = Ay o =) (Z2() = D1jjz,0)12a)- 27)

j=1
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Finally, the test is given by
¢MOM

P ,sparse = ]l{maxf,eT Ai\f[gkl/r,,>1}' (28)
Proposition 7. Assume « > 4. For any ¢ € (0,1), there exist C1,Cs,C5 > 0 depending only on o, K and ¢, such that
¢MoM defined in (28) with

P,sparse
a=Ci((p/s)"* + s /*10g"?(log(8n))), e = Ca(s(p/s)*/*Lymry + V5Giliisy),

Gi=(tAA)/2 and A =2 [og, log log(8n)] 29

satisfies that
RP(f)v ¢MOM ) <eg,

P,sparse/ —

U,MoM

2
as long as p* > C’3v7;.7sparse, where

pdMoM s((p/s)z/o‘ + loglog(8n)).

P ,sparse

U,MoM
We observe that the rate Up sparse

is dominated by vP .00 = s(p/s)*® + loglog(8n) in Theorem 5, meaning that
using solely this MoM-type test gf)%glr\fmse is not statistically optimal. However, the computational complexity of each step in
constructing this test (defined in (25), (26), (27) and (28)) is polynomial in n and p, making it a feasible polynomial-time
testing procedure.

It is also worth mentioning that in the hard-thresholding step, we simply use the non-robust quantity Y; » to estimate the
signal of each coordinate instead of its robust counterparts to avoid further complication of the procedure. If, however, we
know that the change point is sufficiently far away from the endpoints, employing a robust procedure for coordinate selection
can significantly improve the testing rate. This additional assumption requires modifying the alternative space in (2), leading
to a different testing problem. A detailed discussion of this scenario is provided in Section VI-D.

3) An optimal polynomial-time test in the sparse regime: By comparing Ug,sparse and nggﬁi\ge, as established in Theorem 5
and Proposition 7, we observe that the improvement offered by ¢R5M over ¢}oM . occurs only when (p/s)?/* <
loglog(8n), in which case ¢M°M attains the suboptimal rate sloglog(8n). Given the range of s in the sparse regime,

P,sparse
we deduce that the computationally expensive ¢l is only necessary when p < log®*(log(8n)), whereas ¢} _ can
be used otherwise. We define the following combined testing procedure:
b i | PPoapauses i p < log®*(log(8n)), 30)
parse PP omarser  Otherwise.

The corollary below confirms that this combined test runs in polynomial time in both n and p while achieving the optimal
rate vg’spme in the sparse regime.

Corollary 8. Assume o > 4 and s < s}. Consider the test ¢p sparse defined in (30), with its two components ¢7F§§Sh};[arsc and
qbl\g;l}\?/[arsc described in Sections III-B and III-C2, respectively. For any € € (0,1), there exists a constant C' > 0 depending only
on o, K, and ¢, such that ¢p sparse; With the parameters of its two components chosen according to (21) and (29), satisfies

that

RP (P7 ¢P,sparse) < g,
as long as p? > Clvg,sparse’ with v%sparse defined in (22). Moreover, the computational complexity of ¢p sparse IS polynomial
in both n and p.

We conclude this section by summarising in Table III the main features of each test constructed to achieve the upper bounds
of the minimax testing rates in Tables I and II for G, x and P, x and under both dense and sparse signals.

TABLE III
A SUMMARY OF MAIN FEATURES OF EACH TEST CONSTRUCTED TO ACHIEVE THE UPPER BOUNDS OF THE MINIMAX TESTING RATES IN TABLES I AND II.

Dense Sparse

g? x | CUSUM-type, £2 aggregation CUSUM-type, thresholding, ¢2 aggregation

Big p: MoM-type, thresholding, ¢ aggregation

® : .
,Pa,K MoM-type, £ aggregation Small p: Robust sparse mean estimator based test

When the noise has exponentially decaying tails, CUSUM-type statistics with ¢, aggregation are sufficient to achieve near-
optimal testing. In contrast, for polynomially decaying tails, robust methods such as median-of-means or robust sparse mean
estimation are required to construct near-optimal tests. For both types of heavy-tailed noise, when testing sparse signals, a
thresholding step is applied to identify the signal coordinates before aggregation. Finally, under finite-moment noise distributions,
the two robust methods, chosen according to whether p is large or small, combine to yield an optimal and computationally
efficient testing procedure.
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IV. ADAPTATION TO SPARSITY

In Sections II and III, we have studied the change point testing problem under two types of heavy-tail assumptions on the
error distributions: (1) exponentially-decaying/sub-Weibull tails and (2) polynomially-decaying/finite c-th moment assumption
with a > 2. The corresponding upper bound rates, e.g. vg,sparse and v%sparse, are currently achieved by testing procedures
that take the sparsity level s as an input. In this section, we study the adaptation of these procedures to unknown sparsity
levels.

First off, in the very heavy-tailed setting, i.e. each entry of E has only finite a-th moments for « € [2, 4], there is no sparse
regime; see the discussion in Section III-C1. The test ¢p gense defined in (17) with its parameters specified in Theorem 4 does
not require the knowledge of the sparsity, and, therefore, the corresponding rate v%y dense = p?/*loglog(8n) can already be
achieved by an adaptive procedure.

We focus on the case where P, € 773 x for o > 4. Recall from Theorem 4 and Corollary 8 that the tests ¢p gense and
@p sparse achieve the rates vg,dense and Ug,sparse’ respectively, when the sparsity level is known. To address the scenario where
sparsity is unknown, we propose the following adaptive testing procedure that combines these two tests:

¢7’,adaptive = ¢P,dense vV rglea}%( ¢’P‘,sparse,37 3D
where the dependence of ¢p sparse On s is made explicit by writing it as ¢p sparse,s, and the set K := {1,2,4, ..., 2[log, (p)]‘l}

is a dyadic grid. The details of this test along with its parameter choices are provided in Appendix B1.

Theorem 9. Assume o > 4. For any € € (0,1), there exists a test ¢p adaptive Of the form (31) that satisfies

RP (pa qbp,adaptive) S g,
as long as p* > C (0P gonse N vg’sparse), with C' > 0 being a constant depending only on o, K and ¢.

Theorem 9 establishes that the adaptive test ¢p adaptive achieves the same rate as (23) without requiring the sparsity parameter
as an input. Therefore, the discussion on the optimality in Section III-C1 also holds. When the errors have exponentially-
decaying tails instead, a similar adaptive testing procedure ¢g adaptive can be constructed using (31) with ¢g gense and
@g sparse instead and achieve the same rate as in (13). For brevity, we omit further details here.

V. ILLUSTRATIVE SIMULATIONS

In this section, we illustrate our main results, as presented in Section I-A via simulation studies. Specifically, we numerically
verify the shrinkage of sparse regimes as the tail becomes heavier in both exponentially- and polynomially-decaying tail cases.

In our simulations, we set p = 100 and n = 300. The data matrices X € R100x300 4pe generated according to (1), where
the entries of the noise matrix F are i.i.d. following some distribution F'. Let ¢, denotes the t-distribution with & degrees of
freedom. We consider the following four choices for the distribution F"

o GG(2): standard normal distribution, which belongs to the class G i for some K;

e GG(0.5): Generalised Gaussian distribution with mean 0, shape parameter 0.5, and scale parameter chosen so that the

variance is 1; this belongs to the class Gy 5 x for some K;

o Nt(8): \/ﬂ - tg, which has variance 1 and belongs to the class Pg_. x for any € > 0%

o Nt(3): \/m - t3, which has variance 1 and belongs to the class P3_¢ i for any € > 0.

We adopt the adaptive tests ¢p adaptive defined in (31), and @g adaptive, the corresponding version for the class G, k. To
calibrate the constants in our tests, we set 6 to be the matrix with all entries being zero. In both the exponentially- and
polynomially-decaying tail cases, the adaptive test consists of a dense test and a collection of sparse tests. For the dense test
®G.dense (OF OP dense), We calibrate the constant in the detection threshold r (or 7;) so that the empirical Type I error is below
0.025. For the sparse tests, we specify two constants that appear in a and r (or r;), used in the thresholding and detection
steps, respectively. We select these constants so that the empirical Type I error is below 0.025. Taken together, this ensures
that the overall Type I error of the adaptive test is controlled at 0.05.

The power of our adaptive test is evaluated empirically on a grid of (s, Signal) values, where s € {1,...,50} and Signal
varies over a fine grid within a suitable interval, which may differ across the tail cases. For each fixed (s, Signal) pair, the

mean matrix 6 = (61,...,030) € R1Y0%3%0 js generated as follows. The change point location ¢y is chosen uniformly at
random from {1,...,150}, and we set

0, =0ec R 1<t<t,,
and

/ n Signal T
0, = 1,...,1,0,...,0)", th+1<t<n.
! to(’I’L—to) \/g (Hf—’w—’) 0

s p—s

2A t distribution with v degrees of freedom has (v — €)-th moment finite for any € > 0.
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The power for each pair (s,Signal) is calculated by repeating the process 500 times of generating 6, F, and thus X,
and computing @g adaptive (OF @P adaptive) With the constants calibrated as described above. We plot two heatmaps showing
the power of @g adaptive> With Signal on the horizontal axis and sparsity s on the vertical axis, for GG(2) and GG(0.5),
respectively, in Figure 2. Similarly, heatmaps of the power of ¢p adaptive for Nt(8) and Nt(3), respectively, are shown in

Figure 3.
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Fig. 2. Simulation results for noise GG(2) (left panel) and GG(0.5) (right panel). The dashed line represents the 0.5 contour of the power.
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Fig. 3. Simulation results for noise Nt(8) (left panel) and Nt(3) (right panel). The dashed line represents the 0.5 contour of the power.

In both Figures 2 and 3, we observe that as the tails become heavier (moving from the left panel to the right panel), the
power generally decreases, as indicated by the need for higher signal levels to achieve the same power. Moreover, the power
for detecting sparse changes is much more affected than for dense changes as the tails become heavier. In Figure 2, when
the noise is GG(2), there exists a range of sparsity levels where higher power can be achieved compared to dense changes
at the same signal level. However, when the noise is GG(0.5), this advantage for sparse changes diminishes significantly. A
similar pattern is seen in Figure 3. Moreover, as suggested by our theoretical results and now verified here, when the noise
distribution has fewer than four finite moments, there is no sparsity level for which testing sparse changes is easier than testing

dense changes.

VI. EXTENSIONS

In the previous sections, we characterised the minimax rates for testing a single mean change within independent high-
dimensional data streams under two broad classes of heavy-tailed noise distributions. In this section, we consider several
extensions, including (1) testing against multiple change points in Section VI-A, (2) accounting for temporal dependence
among observations in Section VI-B, (3) addressing the case where noise matrix entries have fewer than two finite moments
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in Section VI-C, and (4) examining a modified testing problem where the potential change point is known to be some distance
away from the endpoints in Section VI-D.

A summary of the problem setups and notation is provided in Table IV. Specifically, within each section, we propose testing
procedures ¢ and control their worst case testing error, which takes the form

Ro#(p, @) := sup sup Egy p,(¢)+ sup sup Eg p, (1 — ¢),
P.cQ6cHy P.cQ6cH;

where # denotes the problem-dependent quantities and p is some measure of change strength defined clearly in each alternative
parameter space. Lower bounds on the minimax testing rates will be provided where available by considering inf, Ro 4 (p, ¢)
and, for brevity, we do not separately define the minimax testing rates for each problem.

TABLE IV
SUMMARY OF THE DIFFERENT SETTINGS IN SECTION V1.

Alternative hypothesis Hj Noise distribution Q Notation
Section VI-A | 0 € Opuiei(p,m, p) (32) PE K Rp multi
Section VI-B | 6 € O(p,n,p, p) (2) Premp (Definition 4) | Rpp,,.

Section VI-C | 6 € U?O;ll O(p,m, pry) 37) | WE (Definition 5) R,

Section VI-D | 6 € Ores(p, n, s, p) (40) ngK & QSK RO, res

A. Testing against multiple change points

We consider the following testing problem between no change point and at least one change point:

Ho:0 € O¢(p,n) vs. Hi:0€ Onuilp,n,p) = U U O™ (p. m, p), (32)

kezZt 1<t <..<mp,<n—-1

where ©¢(p,n) is the same as in (3) and

OmTk) (p . p) = {9 20 41 =...=0; =p,; forall i € [k+1], for some u1,...,pup+1 € RP,

where there exists ¢ € [k] s.t. A; > 4log(n) and H?Ai > p?, with

Ai = mil’l{TZ‘ — Ti—1,Ti+1 — Ti}, Ki = ||,U/i+1 — M'L”Q for ¢ € [1{3]7
70 =0 and 741 = n by convention}.

The worst case testing error for a measurable test function ¢ is

Romuiti(p, ) == sup  sup Eg p (¢)+ sup sup Ko p,(1-9)
P.€Q 06 (p,n) P.€Q 0€O i (p,n,p)

Throughout this subsection, we consider the class of distributions Q = PS x With a >4 and K < oo.

Theorem 10. Assume n > 50 and o > 4. For any € € (0, 1), there exists a test p}°M | . that satisfies

P,multi
MoM
RP,multi (pa ¢)P,mu1ti) <,

as long as
p*> > C/plog(n),
where C' > 0 is a constant depending only on o, K and .

The details of the test ¢¥I§Mnti is described in Appendix D1. At a high level, it exhibits a multi-scale nature by performing a
collection of ‘local tests’ at all possible change locations with a dyadic grid of scales. Such multi-scale statistics are commonly
used for detecting multiple change points [29], [39]. The robustness property is achieved by integrating the median-of-means
methodology into the local tests. Another ideal feature of our test is that it is adaptive to the unknown number of change
points k under the alternative hypothesis, i.e. it does not take k as an input.

In contrast to the single change point setting where we allow the potential change point to be arbitrarily close to the
endpoints, here, we impose a mild minimum spacing condition A; > 4log(n) for some change point. However, this condition

is not required for testing under Gaussian or sub-Gaussian assumptions [29]. In Appendix D1, we provide a heuristic example
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illustrating why the heavy-tailed nature of the data necessitates a minimum spacing condition to achieve a rate that has
logarithmic dependence on n.
The following proposition shows that the test (;S%%lti is minimax rate-optimal up to a factor of \/log(n) when o > 4.

Proposition 11. Let n > 72, o > 4 and K > v/a + 1. Then it holds that inf , Rp mui(p, ¢) > 1/2 whenever

o < o(Vplog(n) +log(n)),
for some absolute constant ¢ > 0.

By comparing Theorem 10 and Proposition 11 for testing against multiple change points, with Theorems 4 and 6 for the single
change point problem in Section III, we observe that the main difference is the presence of log(n) instead of loglog(n) in the
rates. This distinction has been observed in the change point literature for univariate data under sub-Gaussian noise distributions
[6]. Our results reaffirm this phenomenon even in the context of high dimensional data with heavy-tailed distributions.

B. Temporal dependence

We now consider temporal dependence in heavy-tailed observations. To isolate its impact, we focus on the case where s = p
(eliminating the effect of sparsity) and assume that the error matrix £ has independent rows.
For simplicity, assume n > 4 to be an even number. The temporal dependence assumption to be introduced involves the
interlaced a-mixing coefficient of our noise sequence {E;}icy,):
a*(i) == sup sup  |[P(AN B) —P(A)P(B)|. (33)

S, TC[n]: A€o (E;:j€S),
minges ter |s—t|>i Beo(E;:j€T)

Throughout this subsection, we consider the class of distributions Q = Premp, defined as follows:

Definition 4 (Prem class of distributions). For K > 0, a > 2 and ¢y, ca > 0, let Premp denote the class of all distributions
of the error matrix E satisfying the following conditions:

1) the matrix E has independent rows;

2) the marginal distribution of each entry in E belongs to Pu, K, and

3) the interlaced a-mixing coefficient satisfies that

a*(i) < cre”?', foralli € [n—1]. (34)
Theorem 12. Assume o > 4. For any € € (0,1), there exists a test ¢p.,,.  that satisfies

RPTcmp (p7 ¢PTcmp) <eg,

as long as
p? > C p/*{loglog(8n)}{log loglog(64n)}?,

where C' is a constant depending only on o, K, c1, co and €.

The test is essentially constructed in the same way as in Section III-A and we leave the detailed description to Appendix D2.
We also note that a similar result can be obtained for the case of 2 < o < 4; see Remark 1 in Appendix D2. By comparing
Theorem 12 with Theorem 4, we conclude that under certain weak dependence settings, described by the class Premp, We can
still achieve nearly the same rate as in the independence setting, up to a factor of squared triple logarithm.

To further interpret the main temporal dependence condition (34) required for Premp, wWe note that (34) on the interlaced
a-mixing coefficient (33) of the noise sequence is stricter than imposing the same condition on the (usual) a-mixing coefficient.
The reason we choose this interlaced version of the coefficient is that our technique involves pairing observations (first with
last, second with second last, etc.) to form Z;’s before grouping and averaging.

A sufficient condition for (34) is shown in Theorem 5.1(b) and Equation (1.12) of [40]. If each component series { E;(j) }ic[n]
of the noise sequence satisfies

sup sup Corr(f,g) < cre™ 2, (35)

S,TC[n: FEL?(o(Er(j):kES))

minses et |$—t21 ge L2 (o (B (j):k€T))
then the o*-mixing rate condition (34) is satisfied with constants c; and co. This fact implies that moving average processes
essentially belong to the class Premp. Specifically, consider a data-generating mechanism in which {£;(j)}ie[n), the j-th
component series of the noise, is a moving average process of order ¢;, j € [p]. Assuming that there exists a constant gumax
such that maX;e(p ¢ < gmax, €ach univariate component series satisfies (35) with ¢; = e?»x and co = 1. We present a more
detailed analysis of an MA(1) example in Appendix D2. For further discussion and examples satisfying (34) or (35), see [41].
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C. Fewer than two finite moments

In Section III, we studied the minimax testing rate when P, € PE’, x» for some constant o > 2 and K < co. Now, we tackle
the even more challenging case when each entry of the noise matrix does not necessarily have a finite variance. Given our
main findings that when « € [2,4), there is no sparse regime (c.f. Sections I-A and III-C), we do not need to consider sparse
changes in this even more challenging setting. We first introduce the class of distributions W, that we work with.

Definition 5. For 1 < a < 2, let W,, denote the class of distributions on RP such that for any P € W, and random variable
W ~ P, it holds that
EW =0 and E|(Wv)|* <1, VveRP |v]z=1 (36)

Let W2 denote the class of joint distributions of all entries in the error matrix E, where each column of F independently
follows a distribution on RP that belongs to the class W,,. It follows by Jensen’s inequality that 733?1 CW? C Wfi for all
1<d <a<2.

We now specify the alternative parameter space. For a given sequence of {ps, }¢,e[n—1], let

n—1

H,:0¢ U O(p,m, pt,),

to=1

where

O(p,n, pt,) := {9:925 =py fort=1,...,tg, O =po fort =to+1,...,n,
for some ju1, 12 € RP s.t. ||y — p2l)3 > p?o}. 37)

Letting p;, = p\/ty ' (n — to)~!n, we see that the alternative parameter space (37) is a superset of ©(0) (p, n, p, p) defined in

(4). When the noise variances are finite, the factor ¢, (n — to) "' is the variance of the natural test statistic t5* > 0% | X; —
(n—to)~ "' 321, 41 Xi» when p = 1. Therefore, the normalising factor to(n — to)n~" in (4) ensures a variance-stable signal
strength parameter p across different change locations. In the absence of finite variance assumptions, as considered in this
section, we opt out for such a specific normalising factor and use the general form p;,.

For a given sequence {p¢, }+,c[n—1]> the worst case testing error for a given test ¢ is

Ryye ({pto toem—1),®) == sup  sup Egp (¢) + sup sup Eg p, (1 —¢).
P.eW® 0€60(p;n) P.ew 6eUr 2, ©(p,n,pig)

To establish an upper bound on the minimax testing rates, we develop a test ¢5V1\f, which has two components that separately
target at whether the potential change point is sufficiently away from the boundary or not. When the potential change is away
from the boundary, our test utilises on a robust mean estimator 4*M from Algorithm 1-7 of [42]. Similar to the previous
subsections in Section VI, we directly present the result, with the details of the test gzﬁsvl\f deferred to Appendix D3.

Theorem 13. Assume 1 < a < 2. For any ¢ € (0,1), if

P p = M =
PtoZC{ to/\(nfto)—i_(to/\(nfto)) +(t0/\(”*t0)> }) w

for all ty € [n — 1], where C > 0 is some constant that depends only on o and €, then there exists a test (;511))\)1\5 such that

Ryye ({pto Hoem—11, Do) < €.

To interpret the requirement on p., and compare it with the cases where at least two finite moments exist, we first note that
for any to € [n — 1],

(n —to) Nto < to(n —to)

< —to) AT
92 = n = (TL 0) 0
i.e. the normalising factor in (4) is of the same order as (n —to) Ato. Since |1 — p2||3 > p7, under (37), we can rewrite (38)
as
to(n —t 2a—2 2—a 20—2 2—a
of _ 0) = pell3 Zp+p = {to A(n— to)} = 4 log™s log(n){to An— to)} = (39)

We observe that in the special case when o = 2, the right hand side of (39) reduces to p + loglog(n). Theorem 13 shows that

when the noise distribution belongs to W§9, the worst case testing error is controlled at €, under this condition on the normalised

signal strength. Since P35, C W5, we conclude that the minimax testing rate under PS5, satisfies (s (p,n,s) < ptloglog(8n)
’ ? 2,1

for all s € [p], which improves upon the result in Theorem 4 in the special case o = 2. Combining this with Theorem 6 leads
to an exact characterisation of the minimax testing rate under PS5, i.e. v;;@) (p,m,s) < p+ loglog(8n).
’ 2,1
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Investigating optimality under the more general alternative hypothesis (37) is conceptually more challenging, as it actually
necessitates lower bound constructions that are valid at every potential change location ¢, in order to derive the optimal form
of {pt, }toein—1)- When p =1, we show in Proposition 26 in Appendix D3 that infy Ryye ({1, Hoe[n—1), ) = 1/2, if

o < {to A (n — to)}_(aTil),

for some ¢y € [n— 1], which confirms the optimality of our upper bound (38) up to logarithmic factors. Establishing optimality
in general dimension p is significantly more challenging and we leave that for future investigation.

D. Change away from boundary

In this final extension, we aim to address whether it is possible to achieve the sub-Gaussian rate in the sparse regime,
slog(ep/s) +loglog(8n) (c.f. Table I with o = 2), when it is known a priori that the change location is at least some distance
away from the endpoints, 1 and n. We denote this minimum requirement on the distance from boundary by ¢'** > 1, and
modify the alternative space in (4) to include additional restrictions (we use sub/superscripts ‘res’ to denote this):

n—tres

1: 0 S @res(pan757p) = U (—)(tg)(p7n337p)' (40)
to=tres+1

We separately consider the cases Q = P® K with a > 4 and Q = g K for 0 < a < 2. Notice that in both cases, the rates
in the dense regime are not affected by the level of heavy-tailedness «, and they differ from the sub-Gaussian dense rate by
at most a factor of loglog(n); see Tables I and II. Therefore, we are interested in whether the same phenomenon can happen
in the sparse regime by considering a ‘simpler’ problem with a restricted alternative parameter space specified in (40). For a
given test ¢, we denote the worst case testing error, with (40) as the alternative hypothesis, by Rg res(p, ¢).

For Q = 733 x With a > 4, we modify the median-of-means-type test proposed in Section III-C2 and provide the details
of the new test ¢¥Z¥;§§b in Appendix D4. Our new test relies on a more robust coordinate selection step compared to (25),
which is made possible due to the additional assumption that the change location is away from boundary.

Theorem 14. Let t5 = 32{log(e?p/s) + s~ ' loglog(8n)} and Q = P2 ;- with o > 4. For any ¢ € (0,1), there exists a test
MoM-+r '
P onarss. such that _—
RQ,res(pv ¢ o reS) S &,

P,sparse

MoM-+res

P,sparse ’ where

as long as p? > Cv
pMoMres ., _ s{log(EP/S) + log log(Sn)}7

P,sparse
and C' is a constant that only depends on o, K and e.

The rate in Theorem 14 offers a signiﬁcant improvement over the original sparse rate, s{ (p/s) 2/ * +loglog(8n) } achieved

in Proposition 7. In particular, the rate vp bpdr::b depends on the dimension p only through a logarithmic factor and is
independent of a—the number of finite moments assumed for the noise variables. We emphasise that this improvement is
achieved by restricting the original alternative parameter space in (4) to (40) with ' = 32{10g(62p/ s) + s tlog log(8n)},
i.e. we only consider testing a potential change point that is not too close to the boundary. Finally, we observe that when
log(ep/s) > loglog(8n), with a very mild condition imposed by " that the change is away from the endpoints by at least
the order of log(ep/s), the rate vgggisfs matches the sparse sub-Gaussian rate for all o > 4.

For Q = QS x with 0 < a < 2, a similar result can be shown with the test construction deferred to Appendix D4.

Theorem 15. Let i = 32{log(e’p/s) + s~ ' loglog(8n)} and Q = QSK with 0 < oo < 2. For any € € (0,1), there exists a
test ¢G5 . .. such that

G ,sparse
res
RQ,res(pv ¢g,sparse) < =

res

G ,sparse’ where

as long as p*> > Cv

res

Ug sparse =S log(ep/s) + log IOg(gn)7
and C' is a constant that only depends on o, K and e.

Theorem 15 parallels Theorem 14 and demonstrates that ¢g7; ... achieves the sparse sub-Gaussian rate when testing against
change that is at least the order of log(ep/s) + s~!loglog(8n) away from the boundary. We note that this idea of obtaining
sub-Gaussian rates by assuming change is away from the boundary is also briefly explored in [7]. Compared to their result,
our result offers a significant improvement on the requirement of how far a change needs to be away from the endpoints, in
order to achieve sub-Gaussian rates; see Appendix D4 for detailed discussions. More generally, it would be interesting, from
a lower bound perspective, to understand the smallest order of ¢**° such that it is possible to achieve sub-Gaussian rates. We

leave this as an interesting future research direction.
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VII. DISCUSSION

In this paper, we have studied the problem of testing against a single mean change point for high-dimensional heavy-
tailed data. We have characterised the minimax testing rates of this problem up to iterated logarithm factors in both the
exponentially-decaying and polynomially-decaying tail cases. The transition boundary between the sparse and dense regimes
occurs at sg < \/;Blog_Q/o‘ (ep) for G, 1 With a € (0,2]. For P, f, the transition happens at s3 = p'/271/(®=2) when a > 4
and there is no sparse regime when « € [2,4). Our results also quantify the costs of heavy-tailed distributions in this problem
by comparing to the previous results under Gaussian error assumption [2] and unveil a new phenomenon that the minimax
testing rates of mean change point problem undergo a phase transition when the error distribution has finite fourth moment.
There are several avenues for future research and we briefly discuss them below.

Spatial dependence. Throughout this paper, we have assumed independence across coordinates. To relax this independence
assumption, one could allow for weak or strong coordinate-wise dependence via p-mixing, and employ alternative finite-sample
analysis tools, as in, for example, [8]. Alternatively, for allowing a general covariance matrix 3, if we assume that »~1/2F has
independent components with all eigenvalues of X being of constant order, then at least in the dense case, all our theoretical
results remain valid. We leave a thorough investigation into these two generalisations for future endeavours.

Adaptation to o. All of our proposed testing procedures require the knowledge of o, the tail decay index in the case of G, x and
the number of finite moments in the case of P, , through the choices of parameters. Note that if we under-specify «, all of our
theoretical guarantees still hold, albeit non-optimal rates achieved by the procedures. On the other hand, an over-specification
of o would invalidate our results. In practice, practitioners, based on domain knowledge, usually have a conservative idea
on how heavy the tails may be. There have been some recent works on distinguishing between exponentially-decaying and
polynomially-decaying tails, e.g. [43], [44], and on estimating the tail index parameter for sub-Weibull distributions [45], which
may be combined with our tests to obtain adaptivity. We leave this ambitious task for the future.
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APPENDIX

The proofs of all theoretical results are presented in the Appendix. Appendix A contains proofs of upper bound results,
including Theorem 1, Theorem 2, Theorem 4, Theorem 5, Proposition 7 and Corollary 8. Theorem 9 regarding the adaptive
test is proved in Appendix B. The lower bound results, Theorem 3 and Theorem 6, are proved in Appendix C. Technical
details of Section VI are collected in Appendix D. Appendix E contains auxiliary results.

A. Proofs of upper bound results in Sections Il and 111

Throughout the proofs in this subsection, we fix P, € gg?j K (Tesp. 733 k) and write Ey in place of Ey p, for the ease of
notation. In every proof, we desire to control the two terms supgcg, () Eo® (‘null term’) and supgpee, (p.n,s,p) Eo(1 — @)
(‘alternative term’) respectively. The values of the constants C1,Co, ... vary from proof to proof. Note also that the order
of the constants in each proof do not necessarily match that in the statement of the result, e.g. C5 in the proof of Theorem 1
below corresponds to C'y in the statement of Theorem 1.

1) Proof of Theorem 1: Null term. For any 6 € ©¢(p,n), we can write

S (X = 01) = 3 (Xng1—i — 61)
v .

Observe that Y; = (Y;(1),...,Y:(p))" has independent components, each having mean 0 and variance 1. Moreover, each
Xi(j) — 61(j) is a (centered) sub-Weibull random variable of order o belonging to the class G, x. Now, we consider the
following block diagonal matrix B € R2tP*2tp;

)/t:

Bblock 0 . 0
0 Bblock . 0
B := ,
(.) O . ._ Bbiock

where BPO% = (b;;); iy € R?%? is defined as follows:
ifi =7,
ifl1<i#j<tort<is#j<2t
1 ifl<i<t<j<2torl<j<t<i<2t

bij =

‘ w\»—tg‘,_,
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Let U;(j) := X;(j) — 61(j) for ¢ € [n] and j € [p]. Now, we can write
A t 2
2( : N\ T RT
IRAUED SE1OWIED AT I
J€lp] j€lp] i=1 i=1

where U € R2P has its first 2¢ coordinates as

(Ul(l)a UQ(]-)a ) Ut(l)a Un+1—t(1)a ) U7L(1))T>

and the remaining entries take the same form but with the coordinate index changing from 1 to p.
We calculate four different norms of matrix B:

1 2t -1
IBllr = \/ztp(w + t) <25,

1 2t — 1
1Bllz =
1Bz = m[ / B < \f
€[2t
”BHmax =

For « € [1,2], we observe by Proposition 30 that ga, & C Gy i for some constant K’ > 0, depending only on K. Recall that
Ay = Zje[p] Y2(j) — p. Thus, for any « € (0, 2], by applying Proposition 32, we have

2 7 Pr At
]P’g(At>T)§eXp{1— (C;l/ﬁ) }—l—exp{l—cl}—&—exp{l— <72’1[> }
- (X i 41
+6Xp - (Cyl) ) ( )

where C > 0 is some constant depending only on « and K from Proposition 32. Then, by union bounds (for all four terms)

a Al — (e aal
and Lemma 35 (for the last two terms), we obtain that for any 6 € ©y(p,n) and r > Cl{ (27%a"5 —1) (2t2v3) V(2872 —

1)’(%”)},

2
Eo0g dense = Po (I?é?( Ayo > 1) < elogy(n) exp{ (Qi/f?) } + elog,(n) exp{—é:l}

2a

\[ MAE} { rt SAS
+e exp () +e exp —()
2
< elogy(n) exp{—(cr p) } + elogy(n) exp{—cr}
1

r O\ 2ia/E r\ 513
+ Zeexp{—<> } + 2e eXp{—() }, (42)

1 Gy

r> {Cl \/plog(8ee—1 logQ(n))} v {Cl log(8ee™! logQ(n))}
v {01 logi);;\/g(lfies_l)} v {01 logi\/2(1665_1)},

each of the four terms in (42) can be upper bounded by /8. Equivalently, when

r > Ca(y/ploglog(8n) + loglog(8n)),

for some constant C > 0, depending only on «, K and ¢, we have Egdg dense < ¢/2 for any 6 € O¢(p,n).

Thus, when




IEEE TRANSACTIONS ON INFORMATION THEORY 20

Alternative term. For any 6 € B(p,n, s, p), there exists some ¢y € [n], such that the mean change happens at time tg, with

to(” o) [[pa — pal|> > p% We may assume without loss of generality that ¢ty < n/2. By the definition of 7T, there exists a
umque teT such that ¢5/2 < { < to. Note that then we can write
t S (X — ) = 0 (Xng1i — o)
Vi =1/ 5 (= p2) + ==1 =1 =0 +Y], (43)
V2 V2i ‘

where [|0]|5 > tollpun — pall5/4 > p*/4. Note also that for all j € [p], we have Eo[Y/(j)] = 0 and E[(Y/(j))?] = 1. By

Proposition 29(b) and Lemma 36(a), we have E[(}/tj(j))ﬂ < (3 for some constant C3 > 0, depending only on « and K.
When p? > 8r > 8C5(/ploglog(8n) + loglog(8n)), we have by Chebyshev’s inequality that

p P
2 2 2 2 2
1~ dg o) < Po (e DV ~p < /5 < 2o (0" 900" ~1) < Ioler2)
j= j=

_ A Vare(Yi(7)?) 4307, Varg (Y7 (7)? +20() Y7 (5)

- 19112 19113

_ 4370 {2Varg(Y/(5)%) + 80(j)*Vare (Y/(5)) } _ Y {8Ea[Y] ()] + 326(5)%}

B 15113 B 15113

2
8C’3p+342\|6|\2 - 128(03]9 n 1 ) < 205 n 16 ,
16115 C3loglog(8n) = Cy/ploglog(8n)

where we have used the fact that Var(X +Y) < 2(Var(X) + Var(Y')) in the fourth inequality. Therefore, by having Co >

max{64/5, \/803/6}, we are guaranteed that Eg(1 — ¢g dense) < €/2 and the desired result follows.
2) Proof of Theorem 2: Null term. For any 6 € ©¢(p,n), we have by a union bound that

E0¢g,sparse < P@(Al,a > 7"1) + Z PO(At,a > T)- (45)
teT\{1}

(44)

We first control the second term in (45). Recall the definition of Y;; and Y; o from (I11) and denote J;, := {j € [p] :
[Y;2(5)] > a} for t € T and a > 0. Note that J; , is a random set. Then,

Z Py(At,a > 1) < Z Pe( Z (Yfl(]) -1) >r>

teT\{1} teT\{1} €Tt a

- Y B m( > (ARG -1 >

‘7t7a>‘|
teT\{1} JE€ETt,a

> z{w(z 0 1) > e =)

teT\{1} JC[p] JjeJ

> Pol|Teal >9)+ Y. sup I%(Z(YH() 1) > ) (46)

teT\{1} teT\{1} JEPI:TI<s ied

IN

where the third line follows from the independence of Y; ; and Y; ». We now control the two terms in (46) respectively. Using
Proposition 31 with u; = t=/2 for i = 1,...,t/2 and u; = —t~*/? for i = t/2 4+ 1,...,t, we obtain that for any t € T,

j€[p]and 2 >0 , .
s> o)< oo - (2 (o)}

for some constant C; > 1 depending only on a and K. For o < 1, we have |[u|g(a) = [[ullcc = ¢t/ and for 1 < a < 2,
we have ||ullg(a) = ulla/a—1) = t/>7/*. Thus

2 «
qt,a ‘= PG(‘YMUN > a) < exp{l - min{ (gl) <C’1t(2;“v21clx) }} 47

For 0 < a < 2, by a binomial tail bound, equation (2.1) in Theorem 1 of [46], we have
dt,a B 1*qta bms Pqt,a ° S — Pqt,a pes
P, > < [ 22 ) _ , 14 2 Pdta
wa=0< () (1=3) = (%5) (10525
< <th,a) S Pt < (epCIt,a) . (48)
s s
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Combining this with (47), we have

S Py Fial >5) < (ep?>

teT\{1} teT\{1}
aA(2—a)
2¢2p\ ° sa? 2¢2p\ ° aMéa—a) t :
o (22 2} () 5 [
s C5 s TAC—a)y
teT\{1} Cy
2e2p\ sa? 2e2p\ sa®
S 10g2 (n) T exp —0712 + 2 T exXp _0710‘ 5 (49)
provided that a > C4 (2 S 1)_1/ “, where we have used Lemma 35 in the last inequality. In fact, for o = 2, by (47),

the final bound in (49) remains valid for all @ > 0. Now, the first term in the final bound above can be bounded by /16 when
a > Cys~ 2 10g' /(16 logy(n)) + Cy log'/?(2e2p/s),
and the second term can be bounded by £/16 when
a > Crs '/ log!/*(32e™1) 4 Cy log'/®(2¢%p/s).
Thus, as long as we choose a to satisfy
a > Cy (logl/“(ep/s) + 572 1og!? (e  log(8n)) + s~ /@ logl/“(esfl))
for some large enough C3 > 0, depending only on « and K, we are guaranteed that

> Po(|Teal > 5) <e/8. (50)
teT\{1}

We now begin to bound the second term in (46). By replacing p with |.J| in (41), we have

(gosons) sl (i) froelioah - ()

30
+exps 1 — rt
Cs ’

where C's > 0 is some constant depending only on o and K from Proposition 32. Then, by the same technique as used in (42)
in the proof of Theorem 1 (applying union bounds to the first two terms, and using Lemma 35 for the last two terms), we

obtain that for all 7 > C3{ (27755 — 1y~ (B=a) | agns 1)*(%”)}

w700 -1)>0)

teT\{1} JEPLITI<s =

2 A2
T T TyT 23
< E {exp{l—( ) }—i—exp{l—}—i—exp{l—( ) }
e C3+/s Cs Cs

+

@

o]

o
—N—

—_

|
7N
‘ﬁ
W] =+
>
[V
——
——

$1}
}. (51)

2 2o A2
r r ry/t\ 2te’ s
< elog,(n)exp{ — + elogs(n) expd —— » + ex 1—( )
galn) p{ (03\/5)} s en{ -] o p{ < }
rt 513
+ Z exps 1 — | —
teT\{1} 3
r 2 r r o\ 2ial3
< elogy(n) exps — + elogy(n) expg — +2eexp —| =
: Cs Cs



IEEE TRANSACTIONS ON INFORMATION THEORY 22

Thus, when

r> {03 V/5log(32ee1 1og2(n))} v {C’g log(32es™? logg(n))}
\Y {Cg 10g22i51v3(6465_1)} v {Cl logfiVQ(GéLea_l)}7

each of the four terms in (51) can be upper bounded by £/32. Equivalently, when

r>Cy (\/s log(e~1log(8n)) + log(e " log(8n)) + log« 2 (ee_l)>7

for some constant Cy > 0, depending only on o and K, we are guaranteed

sup Py (Z(Yfl(j) ~-1) > r) <e/8. (52)

JChlili<s  \igT

teT\{1}

Finally, for the first term in (45), by Proposition 34(a), whenever 71 > C)s log2/ “(ep/s) for some sufficiently large Cj > 0,
depending on «, K and €, we have
P@(Al’a > 7“1) < 5/4. (53)

By combining (45), (46), (50), (52) and (53), we conclude that Eg¢g sparse < /2 for all § € Oy(p, n).

Alternative term. We use the same argument as at the beginning of the alternative part of the proof of Theorem 1. Recall
that there exists a unique ¢ € T such that t5/2 < t < t5. We first consider the case ¢y > 2. This implies ¢ > 2. Now, similar
to (43), we can write

Vi Etm (Xoic1 — ) — Zg/f (Xn—2i+1 — H2)

}/f,l = 2 (,Ul - :u2) =+ \/; =1 + =0+ 5/;'/717
Vi S (Xai = 1) = S (Xaier — pi2)

Yio = 5 (11— p2) + \/571 = 0+Y],.

The quantity & := Vi(u1 — pp)/2 satisfies ||6]]2 > p2/8. Denote Sj :=
|6(j)] > 2a}. Note that these two sets are deterministic, while J; , = {j
p? > 192(r + 2s) log(8/¢), we have

Eé’(l - ¢Q,sparse) < PG( Z (Yf?l (]) — 1) < T)

{7 € lpl : 6(j) # 0} and Hs4 := {j € [p] :

je
€ [p] : [Y;2(j)| > a} is random. Then, when

je\]t",,a
—r( ¥ oA+ X 0AG-1)<r)
j€;7{=aﬂ7{§’a J€ET;,aNMHs,a
gpe(|$,a|>zs)+P9< 3 (ygl(j)ngrms)
JE€ET;,oNHs,a
. I3
§P9(|~7£,a|>25)+ﬂ”9< Z 6<]>2<121!g(§/5)>
JE€ET;,aNHs,a
o 3lI3
+Pe< > (Yg?l(ﬁé(a)Ql)s%l'(')g'('g/E)). (54)

JET: o Hs
We now control the three terms in (54) respectively. By (50), we have
Py(|T;4] > 25) <Po(|T;, NS5l > s) <e/8. (55)
For the second term, we observe that for all j € s,

Po(j & Jr.a) = Po([Yi2(4)| < a) =Py(|6()) + Y7, ()| < a) <Po(|Y7,(7)| > [6(4)| — a)
1

< 1- —a)/C —_— 56
< exp{1 = ((B()] - a)/C1)"} < 256 log(8/e)’ (%6)
where the last two inequalities follow from (47) and the choice a > C; log/*(7001og(8/¢)). Consequently,
=190 9115
>V )21 < Y 60) Pl I= < 2. 57
aro (00" L jez, 1) o0 # i) < 35610g(8/) = 25610s(8/5) 7

JE€EHsa ]€H5a
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Moreover, when p? > 64a®s, we obtain

Y 3G)7 = 11813 — s(2a) > ||6]13/2. (58)

J€EHSs,a

We first consider the case ||d]|2 > 1/1210g(8/¢)]|d||cc- Then, by combining (56), (57), (58) and Bernstein’s inequality, we

have
m( 3 6<j>2<||5||§/8)1%<2 6<j>21{jejf,a,}<||6|§/8)

JE€ET;,aNHs,a JE€EHs,a

sm(z 56 (Lyes, 1 — P9<jejt~,a>><—|a||§/8)

JEHs,a
I91]3/64 }
< eXp{— :
23 ens., Vare(0()* Lijes; y) + 10112 [16]13/12
2
< max{exp{— log(8/¢)}, exp{— 12”'6;'”22 }} <eg/8. (59)

If instead ||d||cc < ||I0]l2 < v/1210g(8/¢)]|0]lco, We assume that |§(j*)| = ||d|lcc for some j* € Hs,. Note that when
p? > 384C%1log > 2 (8e/e), we have |6(j*)| > 2C} log'/*(8¢/e) and thus

16l 2 911
Pg( Z (S(j) < 1210g(§/5)> < Py <6(J ) ]l{j*GJg,a} < 1210g(§/5)>

je.j{,ade,a
< Po([Y;5(5")| < a) < exp{l—(|6(%)|/(2C1))*} < &/8. (60)
For the third and final term in (54), we have by Chebyshev’s inequality that

. o 19113
P@( Z (Yﬂl(J)_a(J) _1) S_2410g(8/5)>

JE€ETs,oNHs,a
- Zjeq{s Varg((Y2 () —0(5)% — 1)]].{|y{12(j)|2a}) _ Zje?—ta,a Varg(Ygl(j))
a 16113/ (576 log?(8/<)) = [16113/(57610g*(8/))
s 1

where Cs > 1 is a constant depending on « and K and the penultimate inequality follows from a similar argument to (44).
Hence, when

p? > Cse™ max{192(r + 25) log(8/e), 64a®s, 384C2 log "= (86/8)}
we have by combining (54), (55), (59), (60) and (61) that

1
E9(1 - ¢g,sparse) < E/4 +Cs 10g2(8/5) (;4 + P2) < 5/2~

Finally, We consider the case that the mean change happens at ¢ty = 1 instead. Recall that in this case we have t=1.(54)
remains true when p? > 192(ry + 2s)log(8/¢) if we redefine J;_, , := {j € [p] : [Y1(j)| > a}. All three terms in (54) can
be controlled in the same way as when ty; > 2 and this completes the proof.

3) Proof of Theorem 4: We first prove the result for o > 4.
Null term. For any 6 € ©¢(p,n), we have EgZ; 4(j) = 0 and VargZ; 4(j) = G/t for every t € T, g € [Gy] and j € [p].
Furthermore, from the class assumption E|E;(j)|* < K@, for all ¢ € [n] and j € [p] and Jensen’s inequality, we deduce
EE;(j)* < K*. We thus obtain, for all i < n/2 and j € [p]

4
Xi(5) = Xnei() ]! Eo[Ei(j) — Enei(y K*
E,Z:(j) = B | X10) (1)]" _ Eo[Ei(5) W] _ K'+3
V2 4 2
Then, by Chebyshev’s inequality (or, alternatively, Lemma 37) and Lemma 36(a), with 7; = C2,/pG}, we have for all ¢ € T

and g € [Gy] that
P 2 \P =
L G C2/PGy 2> 1 EeZy 4(4)
= < ’
( thg >Tt) (Z< )> t )‘ C3pG?

=:(C]. (62)
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3pt201(Gt/t)2 301
VLT < 2L < e/36 63
aper - =T )

where Cs is chosen to satisfies Co > +/108C;e~1. We denote

By = {g €G] :tivt,g(j) > rt}.

=1

By (63) and the multiplicative Chernoff bound, e.g. Corollary 4.9 of [47], we have for t € T

G 18
Bo(AY'M > re) < Py(|Bi] = Gi/2) = By <|Bt| > (1 +(=- 1)))

Sexp{—i))%(lflog(lj) —168+1>} Sexp{—itlog((i/s)}. (64)

Thus, by (63), (64), the choices of GG; and A in (18) and a union bound, we conclude that

p
E9¢P,dense S PQ (Z ‘/t:l,l(j) > 7qiﬁ—l) + Z Pe (Ailgv[OM > Tt) + Z ]P)g (Ai\/[OM > Tt)

j=1 teT:2<t<A teT:t>A
<e/36+ Y. (6/)7+ D (6/e)74
teT:2<t<A teT:t>A
—1
<¢e/36+ % +logy(n/2)(6/e)~2/% < /36 +¢/5+¢/5 < /2, (65)

for all 6 € ©¢(p,n).

Alternative term. We again follow the argument in the first paragraph of the alternative term part of the proof of Theorem 1.
In particular, recall that there exists a unique ¢ € 7 such that ¢y/2 < t < tg, where to (without loss of generality to < n/2)
is the true mean change location. For all < < n/2, we denote

gty M pe (X — ) = (Xng1oi — p2)
V2 V2 ’
and correspondingly 7%& i= Ziy — (11 — p2)/V2, for g € [Gy]. It follows from the null term part of the proof that
EQ?L‘,Q(]‘) =0, Varg?%ﬂ(j) = G/t and Eo(Z](j))* < C, where Cy is as in (62). When p? > 16C,/pA, we have

~ to n—to
21 — o2 > T )

1 = p2lf? = p* = 16C2/pG; = 1675,

since Gy < A. Thus, for all g € [G;], we have

PQ(EZ‘/{,Q(J) < 7“5) :1%(;((2%@(]-) n M(J)\_@MQU))Q B Czt) g r;)
- Pa( :((Z;’,g(j))Z _ G +V2(ua(j) - 'MQ(j))Z%,g(j)> < W)

t 7
<Py (Z((Zl:g(j)f - C? +V2(m () - uz(j))Zi:g(j)> < —1% = W) (66)

By Chebyshev’s inequality and Lemma 36(a), we obtain

4 2
_ T68C1pC?

Sy . 2\ 256(D)2 Y0, By (Z7,())
L) P j=1 tyg
: —Gili) <L) <
Py (;((Zt,g(ﬁ) Gy/) < 16t> < i < — 67)
and
p 2 25
: NY AP 111 — pall3 32Gi|lp — p2|l3/t _ 64Gy
Pe( V2(11(j) — 12(5)) Zz 4 (5) < — < < :
2P =) 72,0 i I —rald =
Combining these with (66), as long as
2C 1536A
P> Zmax{lGC’g\/]?A,96 T“\/m, - }
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we are guaranteed
P
( Z ) < rt> <e/12.

If £ =1, then G; = 1 and we immediately have
p
Eg(1 — ¢p dense) < Po(AVM < 1) =Py (EZ Vii(j) < rt) <e/12.
Jj=1

If £ > 2, then G; > 2 and we use the same binomial tail bound argument as in (64) to conclude that
MoM €Gf 6 6 6 2 -1
EO(l - (Zsp,dense) S ]P)Q (Ag ° S 7”{) S eXp{—m (E log(g) — g +1 S (g) .

This completes the proof for o > 4. We now consider the case o < 4. The proof is similar to above and we essentially replace
Chebyshev’s inequality wherever used by Lemma 37. We only highlight the difference for brevity.
Null term. Note that for all ¢ € 7 and g € [G:], using Lemma 37 with ¥ = /2 < 2 and L = t/G;, we have with

Ty = CQPQ/aGt that »
t =2 .. G o €
Pe( ZVtg > Tt> =IP’9<GZ(Zt,g(J) - ;) > Cyp?/ ) <o (68)
t

j=1

for Cy > Ca/2(36/z-:)2/°‘, where C, /o > 0 is the constant depending on o and K from Lemma 37. By substituting (63)
with (68) and following the rest of the argument in the above proof, we prove that Eg¢p gense < £/2 for all § € O¢(p,n).

Alternative term. For all g € [G;], again using Lemma 37 with k = o/2 < 2 and L = t/Gj, we have

Py (ij((Z%,g(j))Q —Gyff) < —f;) = Pe(ci S () - Giff) < ‘1@2) <o (69)

j=1 j=1

for p? > 24+e)/eC, ,e=2/ap2/@ A, where C,, ), is, as above, a constant depending only on o and K. By substituting (67)
with (69) and following the rest of argument in the above proof, we prove that as long as

1536A
p >max{1602p2/°‘A 24 F)/eC e/ oplaN 536 }

)

we can control Eg(1 — ¢p dense) < €/2.
4) Proof of Proposition 7: Null term. For any 6 € ©¢(p,n), we have by a union bound that

Eodp opnrse < Po(Ara >11)+ Y Po(AYM > 1y). (70)
teT\{1}
We first control the second term. Recall that J; , = {j € [p] : |Yi.2(j)| > a} for ¢t € T\ {1}. For J C [p], we denote
o t . =2 . 2G
A}t\/[*l}]/l = 2 . medlan{Z<Zt7g7l(j) — , t) g e [Gt]}
jeJ
Note that AY?M = A}PY. . Using the same technique as (46) in the proof of Theorem 2, we have
S Pe(AYM > 1) < > Po(|Fral > 8)+ D sup  Po(AMM > 1), (71)
teT\{1} teT\{1} teT\{1} JC[pl:|JI<s

where s is the sparsity. From the assumption that E|E;(5)|* < K%, for all i € [n] and j € [p] and Jensen’s inequality, we

deduce that o o

Eo|Ei(j) = Ens()|” _ Bo(|E:(G)] + [Ens(5)])
2a/2 — 2a/2

EolZi(5)|* = SQQ/QKG_

Then, by Fuk—Nagaev inequality (Proposition 33), we have
, (o + 2) (K202 j2)1 /e \ 242
o = Py(|Ys > <2 ) _
qt, 9(| t,Q(])| = (1) = < aa /725/2 + exp (Oé"‘ 2)2604

K~ a?
< — 1——— 72
= (a/3)ate/2—1 + exp{ 202ea }7 (72)




IEEE TRANSACTIONS ON INFORMATION THEORY 26

where we have used o > 4 in the last inequality. Similar to (48) and (49), by a binomial tail bound, we have

" s 2enK s 9 2 s 2
Z Po(|Jt,al > 5) < Z (epgt, ) < (S(eap/?))a> +log2(n)<2p> exp{—QZZea}. (73)

teT\{1} teT\{1}

Thus, as long as we choose a to satisfy
a>Cy (e (p/s)* + 572 log" (e log(8n))) (74)
for some large enough C > 0, depending only on « and K, we are guaranteed that

3
> PollFial >5) < 3
teT\{1}

Furthermore, By setting 7, = Cy./sG; with a sufficently large Co > 0 and A = 2**[logzloglog(8n)] and by following the
argument from (63) to (65), we can upper bound the second term in (71) at €/8 as well. Finally, to control the first term
in (70), by Proposition 34(b), whenever 71 > Cs(p/s)%/ for sufficiently large C} > 0, depending on o, K and ¢, we have
Pg(A1,q > 1) < /4. Hence, we conclude that BN, . < e/2 for all § € Og(p, n).
Alternative term. Recall the definitions of J, Ss and Hs ,, from the alternative term part of the proof of Theorem 2:

Vi

0= (m—p2), Ss=1{j€pl:00)#0} Hoa={j€lpl:[0()] = 2a},

and the notation 7%’ g =2, — (111 — p2)/ V2, for g € [Gy] introduced at the start of the alternative term part of the proof of
Theorem 4. We first consider the case ty > 2, which implies t>2 For JC [p], we further denote

Z(Zf,g,ﬂj) _ ) = () 2Gt> g€ [Gt]}-

ro T
AMM — — . median
" 2 ; 2 t
JjeJ

Observe that for g € [GY]

> (Za- e - ¥ Vil

JETr s Hs,a 2 J€T5 .0
Zjej— NHs (1 (4) — M2(j))2
- 3 Y Vigad = Y Vigald)
JET; o Hs,a PN
_ZjEJ{)aﬁHJ,a (:ul(]) - .u2(j))2 " 2Gf|\7t~,a‘
< 5 7 .

Then, on the event {|J; .| < 2s} N {Zjej; s 5(5)% > %&E/E)}, by Lemma 38, we deduce

2
and consequently, when p? > 192C5sA log(8/¢), we have, with Cy > 2, that
15113
2410g(8/¢)
where the first inequality is due to ||§||3 > p?/8 and the second inequality is due to the choice of Gy = (t A A)/2. Hence

Eo(1 — &P Sparse) < Po (A7 <) =Po (A7 <717

: 1913 Mo’ 9113
<Py(|T; .l > 25 +IP’9( > 5(5)* < + Py [ AYN < - : (75)
(e ) JETr o Ms.a v 12log(8/¢) bodiaMMea = 241og(8/¢)

> CysA > max {r; + 2sG;},
teT\{1}

We control the three terms respectively. The arguments below mirror those made in the proof of Theorem 2 between (55)
and (61) and we will omit details in places where the same reasoning is used in the last proof. First, it remains true that

Py (| Tzl > 25) <e/8.
By (72) and the choice a > {3K(5121log(8/2))Y/*} v {20e®/21og!/? (700 log(8/c))}, we have for all j € Hs,q that

K <6<j>|—a>2}< 1
((50)] — a)/3) 202 | = 23610g(8/2)’

Po(j ¢ Tra) = Po(|Via(f)] < a) < . +exp{1 _
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and thus again

913
E Vary (0 ]l{]GJt ) < s
i 2561o0g(8/¢)

At this point, we consider
p? > Cs max{lQ?CgsA log?(8/¢), 64a%s, 3456 K2(16/£)%/* log(8/¢), 76802 log? (16e /5)},
with some C3 > 1. Then, by repeating the argument in (58), (59) and (60), we obtain
Py > < _elE Y £/8.
, 121log(8/e) ) —
J€ETr aNHs,a
We now bound the third and final term in (75). By Chebyshev’s inequality, we deduce that for g € [Gy]
t =2 o () — () 2G; 1813
P( - Z; Vet AU PR AUVl B 0
(2 2 ( g1(0) 2 t )= 24log(8/e)

JET; o Hs,a
S ern, V(221 () Liens, 22Varo ((Ziya (1)) + S jens, 16007)2Var(Zi,1(7))
< <
= IollE/ (144 108%(82) 18113/ (14410g7 (3/2))
sAZ A
< Cylog (8/5)( i + e ) < e/48,

when C3 > 1 is sufficiently large. The third inequality above follows from (67) and Cjy is a constant depending only on «
and K. If t = 2, then G; = 1 and we immediately have

, 313
P, AMoM < _”72 < e/48.
o ( t,*,ngamH(S,a - 24 10g(8/5) - E/

If > 2, then G; > 2 and we again use the binomial tail bound argument as in (64) to obtain

Ik eGy (24 24\ 24 €
MoM’ <« __ oIz < “4 _ 42 <&
(At “JiaMMsa = 241og(8/e) ) — P s 10g< € ) = L= 8

By (75), we conclude Eq(1 — gb%gl;)/grse) < ¢/2. Finally, for the case that the mean change happens at ¢, = 1 instead, similar
to the last paragraph of the proof of Theorem 2, we can still control the three terms in (75) in the same way respectively when
we redefine J;_; , := {j € [p] : [Y1(j)| > a} instead.

5) Proof of Theorem 5: We actually prove a more general result. Any mean estimator that satisfies the following condition

can be used in place of A3M (-) = ARSM(+;n) introduced in Section III-B while Theorem 5 still holds.

n,8,m

Condition 1. Assume o > 4. Let W1, ..., W, be independent random vectors in RP, each with mean pw and covariance
matrix I,. Assume ||pwllo < s and E|W;(5) — pw ()| < (V2K)® for i € [n] and j € [p]. Then there exist constants
C1,Cy > 1, depending only on a and K such that for any given 0 < n < 1, when n > Ci(slog(ep/s) +log(1/n)), then with
probability at least 1 — 1, we have

AW, W) ﬂwy|2<r<¢slog en/s) , \/log(l/n))

n

In particular, the robust sparse mean estimator that we use from [36] satisfies the condition above as shown in Corollary 11°
therein.

In the rest of the proof, we denote 7T; = {teT:tgAl}, Ty = {teT:Al <t§52} and T3 = {tET:t>AQ}
and recall that J; , = {j € [p] : |Y22(j)| > a} for t € T\ {1}.

Null term. For 6 € ©¢(p,n), we have

E9¢%,Ss1\;arse =Py (Al,a > 7:1) + Z Py (At,a > ’I:t)
teTi\{1}

+ ) Po(AFM > pSM) 43 " Py (AFSM > pfSM), (76)
teTs teTs

3Note that their result is under the assumption that for each vector v with |[v]|2 = 1, E(v T (W — pw))* < ClE(v T (W — pw))2]*/2 for some absolute
constant C, which is certainly satisfied by our assumption E|W (5) — puw (5)|* < (V2K) for j € [p] in Condition 1 with C' = (v/2K)®.(Rio09-(1.2))
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For the first term, similar to the proof of Theorem 2, by Proposition 34(b), when 7, > C}s(p/ 5)2/ «, for some large enough

C > 0, depending only on «, K and ¢, we have Py(A; , > 71) < /8. To control the second term in (76), we closely follow
the arguments in the null term part of the proof of Theorem 2 and Proposition 7. By (46), we have

Yo Po(Ara>) < > Po(|Fral >8)+ D sup Py (Z(Yfl(j) ~-1) > ft>. (77)

teTi\{1} teTi\ {1} ey TSP \jeg

For the first term on the right hand side, by (73), we obtain

= ri0= (205 (2] o 2}

teTi\{1}

The choice of a in (21) with a large enough constant C3 > 0 guarantees that 3, 7.\ (1} Py(|Jr.a| > s) < &/16. For the second
term, we fix J C [p] with |J| < s. By the same technique as in (63), we obtain

Py (;(5@21(1) -1) > ft) < m7

when 7, = Cy4/slog Ay, for some large enough Cy > 0, depending only on «, K and . Thus, we deduce Zteﬂ\{l} Py(Asq >
’l:t) S 5/8 - -
Now, we control the third and fourth terms in (76). For ¢t € 75 U 73, we observe that

Ci(slog(ep/s) + log(1/n)) = min(t, Ay) < t.

Since Z1, ..., Z; are independent and identically distributed random vectors with mean 0 and covariance matrix I, and satisfy
E|Z;(5)|* < 2%/2K* for i € [t],j € [p] under the null, by Condition 1, we obtain

|2 > 2 (slog(ep/s) + log(l/m))) <1,

Py (A?SM > T’?SM) =Py (t

and therefore,

t 5
RSM RSM RSM RSM
D P(AFSM > M) £ N " Py (AFSM > M) < ZeXP{slog(ep/S)—a}+ > 161og 2n

teTs teTs teTs teTs
A elog,(n/2
< Qexp{slog(ep/s) - Cll} + 16120<g,2/n) <e/4, (78)
where we use Lemma 35 in the second inequality. Hence, we conclude that E9¢%,Ssl\garse < ¢g/2 for all § € Oy(p, n).

Alternative term. As in all previous proofs of alternative term, we consider the unique t € T, such that ¢ /2 < t < ty, where
to(< n/2) is the true change point location. When ¢y = 1, we simply use the final paragraph of the proof of Proposition 7.
When t > 2, we consider separately the two cases £ € 7;\{1} and # € 75 U T3. When £ € 7;\{1}, the arguments are again
almost the same as those used in the alternative term part of the proof of Proposition 7. We thus omit the details and directly
state the conclusion: as long as

p? > Cgmax{ (Flyzy + 25)log*(8/e), a’s, (1/e)¥/« log(8/¢)},

for some large enough Cs > 0, depending only on v and K, we have Eq(1 — @37, ) < £/2. Note that if p* > C50p (oo

P,sparse
for some large enough C’5 > 0, depending only on «, K and ¢, then the above condition is satisfied.

If € 73 U T3 instead, then Z1y..., Ly are independent and identically distributed random vectors with mean (uq — u2)/ V2
and covariance matrix I, and satisfy E|Z;(j) — M\@Mmf < 292K for i € [t],7 € [p]. Recall that ||y — pal|3 > p?/2.
Hence, when p? > 24C5(slog(ep/s) + log(161og(2n)/e)), we have by Condition 1 that

RS < 2Ca(slog(ep/s) + log(1/m)) )
275 < V3G (v/sToglen]) + Viog(1/m) )

s = | G (/s Toten/) + vio(17m) ) <

min(t, Ay) < £
Ci - 16’

P,sparse

< P9<\/E"
< IP9<\/2"

Ep(1 — 05N nse) = Bo(AFSM < 1Y) = By 7

SRSM M1 T f2
Htﬁv”t’ \/5 2

< exp{s log(ep/s) —

as desired.
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U,MoM

P,sparse and

6) Proof of Corollary 8: We first consider the statistical property of ¢p sparse. By comparing the two rates v
we note that the improvement offered by %Y. . over ¢OM  only exists when

(p/s)Q/a < loglog(8n),
UMoM __ U

Psparse = UP sparse- Combining this with the fact that we are in the sparse regime s < pla=H/2a=4) e
deduce that p < log® ?(log(8n)). The desired result is then an immediate consequence of Theorem 5 and Proposition 7.

Now onto the computational complexity claim. For each ¢ € T, computing the statistics A}MM and A, o in PP oM
¢RSM

U
UP,Sparse’

since otherwise v

,sparse and

P sparse take time polynomial in n and p since they only involve performing basic operations and finding the mpedian of
Gy < 8loglog(8n) quantities. The computationally demanding part lies in computing ARSM, or equivalently the robust sparse
mean estimator ﬂ}}?l}l{ Note that we are using this only when p < log® ?(log(8n)). For each fixed ¢, we claim that the
computation/approximation of ﬂf”f%[t can be performed in time that is polynomial in n. We now show this by arguing that
each component below has time complexity that is polynomial in n. In the rest of the proof, we omit the subscripts and adopt

the notation 2*SM for clarity.

1) Each evaluation of the function 1DRobust(-) in Algorithm 2 of [36] of ¢ data point requires time of order ¢ logt < nlogn
(in order to find the shortest interval).

2) The total number of projection |N215/2(Sp71)| can be bounded by \/\@15/2(87)71” < (6ep/s)® < (6ep)P < exp(6ep?) <
exp(Cy log(n)) = n% for some constant C,, > 0, depending only on «. Denote

g(p) == i 1)\UTM—1DR0bust({uTZi}§:1,m/(Gep/S)s>|~
ueNy P

Thus for a fixed p € RP, the computational complexity of evaluating g(u) is polynomial in 7.

3) The optimisation problem defining #*5M can be written as

min g(p).

We solve this by first considering each possible s-sparsity coordinate pattern individually before working out the minimum
among these (¥) < n® minima.
4) Fix U C RP with || = s. We solve the optimisation problem

min g
pERP:u(§)=0VjeuUe

by subgradient descent. Denote the optimal value to be g, ;; and the k-th iterate to be uz(f). Note that g(u) is 1-Lipschitz

and dg(n) C {fu:u e N;S/ 2(8”’1)}. Standard result on the convergence of subgradient descent, e.g. Theorem 3.2.2
of [48], shows that (minke[K] g(,uz(/{k))) —gsu <wvin K =< 1/v? steps, where we choose v = \/slog(ep/s)t—1. The
computational complexity is again at most polynomial in n. Denote /IESM to be the update that attains the best objective
value in K iterations.

Write
~RSM .
pot = argmin - g(p),
pe{ ARSM: [u|=s }
as our final estimator (an approximation of 2*5M). We have now shown that i*>M can be obtained in time that is polynomial

in n. Finally, we prove that 5™ still satisfies Condition 1. Indeed, following the proof of Lemma 4 and Corollary 12 in [36],

we have
"M = pzlla < ARSM = ARSM g + | A7 — g lla < g (A7) 4 g (A%5M) + g (F™M) + g(nz)
< g(™M) + v + 29 (M) + g(pz) < v+ 4g(uz)

<\fc<\/slog(ep/8) +\/10g(1/77t)>7

t t

for some C' > 1, where puy = EZ;.

B. Proof of the adaptation result in Section 1V

1) Adaptive testing procedure: We focus on the case when P, € Pf x for a > 4. We introduce an adaptive testing procedure
based on these two tests:

¢P,adaptive = ¢77,dense \ me%é( ¢P,sparse,s
s

_ {Qﬁ’p’dense V maxgei ¢¥?51;)4arsc,s7 if p > log® ?(log(8n)), (79)

¢797dense V maXsexc (b%’ssl\lfarse,y ]fp S loga72(log(8n))a
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where the dependence of ¢p sparse ON s is made explicit by writing it as ¢p sparse,s» and the set K := {1,2,4,. .., 2Mlce2(P)1=1}
is a dyadic grid. Recall that ¢p_gense does not require the knowledge of s, and we keep its original parameter choices as in (18),
with a potentially larger constant C7 in ry:

re = Cip/PVENOG, G =tAA and A = 23t[loszloglog(8n)] (80)

For gbl},/lglglarse’s, we modify the original parameter choices (29) as follows:

a, = Ca((p/s)* +57/%log"*(log(8n))), 7. = C5(s(p/s)* D1y + s**Gel151y), 1)
Gy=(tAA)/2 and A = 2%+(logs loglog(3n)],

Comparing with (29), we use the same a, (but potentially larger constants) and modify r; 5. Finally, for ¢7> “sparse,s» We modify
its original parameter choices (21) to be:

as = C4((p/s)1/a +s71/2 log1/2(log ALS)), Frs = Cs (s(p/s)Q/a]l{tzl} + 534 /log Al]l{t>1}),

tAA
= exp stog(ep/s) ~ U5 | SN = Cale B, 52

Ay, = Cs(slog(ep/s) +log(80s/e)) and Ay, = Cg(slog(ep/s) + log(80slog(2n)/c)).

2) Proof of Theorem 9: We prove the following theorem on the theoretical guarantee of the test ¢p adaptive, fully constructed
and specified above in Appendix B1l. Theorem 9 then follows as an immediate consequence.

Theorem 16. Assume o > 4. For any ¢ € (0,1), there exist C1,...,Cs > 0 depending only on o, K and e, such that the test
OP.adaptive defined in (79) with its parameters specified in (80), (81) and (82) satisfies

R'P(pa ¢’P,adaptive) < g,
2 U U
as lOl’lg as p 2 08 (U'P’,dense A v’P,sparse)'

Proof. This proof is based on the proofs of Theorem 4, Theorem 5 and Proposition 7. For brevity, we only highlight the main
steps and differences.
Null term. By a union bound, (70) and (76), we have

E9¢P,adaptive
S
< E9¢P,dense + Ky [rgle%é( ¢’1\P4,{')slg/[arse,s:| Il{p>log°_2(log(8n))} +Eg |:rsne%():( (b%,sl\;i[arse,s] l{pglog”_Q(log(Sn))}

Ay Al,as,s MoM
< E¢9p dense + <P9 (rsnea/é( ) Z Z Pg At as,s > Tt S)> Lipstoga—2(1og(8n))}

seEK teT\{1}

Aaa ~
+M%p>zzmwm»

se ey \{1}

RSM RSM RSM RSM
+30 3 Py(AfS J+D D Po(ATM >y )) L{p<tog=2(1og(sn))}

sel t€7-2,5 selC t€7-3,s

A Ag,S
< Bt o + Po e 2122 1) Y RN )

sek 7"15/\7"1S

seK teT\{1}
Y0 PolAva,s > es) + Z( D Po(AFM > M) £ Y P(AFM > r??M)>, (83)
e teTy \ {1} €K \teTs s teTs,s

where we denote 7~'17s ={teT:t< ALS}, 75,5 ={teT: Al,s <t< Ag,s} and 7~§75 ={teT:t> Ag,s}. In the
following, we bound each of the five terms in (83) by ¢/10.

Term 1. By closely following the null term part of the proof of Theorem 4, with a sufficiently large constant C, we deduce,
similar to (65), that

(32/2)~"
1—(32/¢e)1

Term 2. By having C5 and Cj5 sufficiently large, by Proposition 34(c), we can control this term at level /10.
Term 3. For this, we follow the null term part of the proof of Proposition 7. The key step in that proof was to bound both terms

Eop donse < €/180 + +log,(n/2)(32/e)™2/2 < /180 + £/31 + /31 < £/10.
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in (71). The first term can be controlled via (73). A careful inspection reveals that the condition on a (same as as here) given
in (74) with a possibly larger value of the leading constant can guarantee the control of both terms in (73) at £/(160s'/2).
Bounding the second term in (71) required the argument from (63) to (65), within which the dimension p was replaced by s.
Our new choice of ry 5 = C35%/*Gy for t > 1 with a sufficiently large C3 allows us to have £/(1100s'/2) as the RHS bound
in (63) (dimension being s). Correspondingly, the RHS of (64) now becomes

exp{— 11?)?/5 (55(2\/5 log(552\/§> - 552_\/5 ¥ 1) } < eXp{—C;t log(200\/§/s)}.
Thus, the second term in (71) can now be bounded instead by
e (2004/s/¢) 1
1100y/s 1 —(2004/s/e) 1
Putting everything together, we conclude that

Py(AYM >, ) < c_ =
D 2. Pa(Al > ) S%:CLLWE 10

sek teT\{1}

1 2)(2 A c < °_
+logy(n/2)(200/s/2) 2/ < 11007/s 1995 | 199v5 ~ 80v/s

Term 4. We follow the null term part of the proof of Theorem 5. More specifically, this term can be split into two terms
according to (77). Similar to the argument made for the second term above, with Cy sufficiently large, the first term in (77)
can be guaranteed to be at most £/(80s'/2). The second term, with the new choice of 7 and its leading constant C being
sufficiently large, can also be bounded above by

e[ Th,s\{1}|
80v/51ogy (A1 )

Therefore, we can again control the fourth term at level £/10.
Term 5. We again follow the null term part of the proof of Theorem 5. By Condition 1 and similar to (78), we can now bound

Z( Z PO ARSM RSM Z Py AR:SSM > E{SSM)>

< £/(80s'/2).

seX t€7-2,s teﬁ,s
< Z Z expq slog(ep/s) — L + Z expq slog(ep/s) — B,
< : e ~ o
seK teTa, s tERﬁS
A1 s € €
< _ AL - <=
< Z}C<2 exp{slog<ep/s> : } +logy(n/2) g 10%) < Z S

as desired.

Alternative term. First, let s; satisfy s1(p/s1)* “+loglog(8n) = \/ploglog(8n) and s, satisfy s2((p/s2)*/*+loglog(8n)) =
\/Ploglog(8n). Note that s; > s5. For # € ©(p, n, s, p), we consider all four possible (p, s) regimes below.

1 p> log(’“_Q(log(Sn)) and s > s5/2. We have Eg(1 — ¢p adaptive) < Eg(1 — @ dense). By the alternative term part of the
proof of Theorem 4, we can bound the above quantity by £/2 as long as p? > C’ /Ploglog(8n) with a sufficiently large C".
We also note that when s5/2 < s < s2, we have

%\/ﬁlog log(8n) < s((p/s)z/o‘ + loglog(8n)) < \/ploglog(8n).

(2) p > log® ?(log(8n)) and s < s3/2. By the definition of K, there exists an 5§ € K such that s < 5§ < 2s. We have
Eo(1 — ¢p adaptive) < Eo(1— pMoM ). Now, by carefully inspecting the alternative term part of the proof of Proposition 7,

P,sparse,§
we can still deduce Eg(1 — ¢} :I\)/[arbe :) <é&/2 as long as p satisfies

P’ >C (s((p/s)Q/a + loglog(Sn))) > %(5((]9/5)2/0‘ + log log(8n) ))

> " max{log (8/¢) H%f\ii(l}(rt,g +25G,), (r1,5 + 25) log? (8/¢),a } (84)

for sufficiently large C’ and C", where the final inequality in (84) remains true with our modified choice of r; .
(3) p < log* *(log(8n)) and s > s;/2. We use the same argument as in (1) to obtain the same condition p> >
C'\/ploglog(8n). Similarly, we also note that when s;/2 < s < 51, we have

1
5\/ﬁlog log(8n) < 5(p/s)>* + loglog(8n) < \/ploglog(8n).
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4) p < log® *(log(8n)) and s < s;/2. Similar to (2), we have Eg(1 — ¢p adaptive) < Ea(1 — @R ). By carefully

P,sparse,§
examining the alternative term part of the proof of Theorem 5, we can obtain Ey(1 — ¢7F§,Ssl\p/>[arse, 5) <&/2 as long as

p* > C'(s(p/s)** + loglog(8n)) > %(é(p/g)”“ +loglog(8n))
> C" max{(Fi21,5 + 25) log®(8/¢), (1,5 + 28) log*(8/¢), a25, 5 log(ep/5) + loglog(8n)}, (85)

for sufficiently large C’ and C", where the final inequality in (85) remains true with our new choices of a, and 7 ;.
The desired result then follows from Corollary 8 and the first part of its proof. O

C. Proofs of lower bound results in Sections Il and 111
For Q = gg?, i to prove Theorem 3, we establish the lower bound separately for the sparse and dense regimes. In the sparse
regime s < \/ﬁlogﬂ/a(ep), we have

slog?/®(ep/s) < VP = v/p(loglog(8n))
and we shall prove the lower bound s log?/ *(ep/s) + loglog(8n), as stated in Proposition 17 below. In the dense regime, we

first consider when ,/plog™ 2o (ep) < s < \/ploglog(8n), we have
$10g%/(ep/3) 2. /5 = /plIog oI
When s > \/]Wg(Sn), we still have
slog®/*(ep/s) > s > \/ploglog(8n).

Thus, in the dense regime, it suffices to prove the lower bound +/p(loglog(8n))«: + loglog(8n), as stated in Proposition 18
below.

Similarly for Q = Pff’) x» to prove Theorem 6, it suffices to establish Proposition 19 for the sparse regime and Proposition 20
for the dense regime.
Proposition 17. For Q = g® x With 0 < a < 2 and K > K,, for some constant K, > 0 depending only on «. Assume

c<s<,/plog” 2/ “(ep), for some absolute constant ¢ > 1. There exists some constant ¢’ > 0 depending only on o and K,
such that Rg(p) > 1/2 whenever p*> < cvg, sparser Where

Ug7sparse =S 1Og2/a(ep/5) + log log(8n).

Proposition 18. For Q = gg?j x with 0 < o < 2 and K > K,, for some constant K, > 0 depending only on «. Assume

s > \/ﬁlog_w “(ep) V ¢, for some absolute constant ¢ > 1. There exists some constant ¢ > 0 depending only on o and K,
such that Rg(p) > 1/2 whenever p? < ¢/ vg denser Where

vg,dense := v/p(loglog(8n))«r + loglog(8n)
and wy = ]l{szwploglog(Sn)}'

Proposition 19 For Q = ’P®K with o« > 2 and K > K,, for some constant K, > 0 depending only on «. Assume

1_
c<s<p2 ta- a3/ , for some absolute constant ¢ > 1. There exists some constant ¢’ > 0 depending only on o and K, such
that Rp(p) > 1/2 whenever p* < vl sparser Where

U%,sparse = (p/S)Q/a + log 1Og(8n)

Proposition 20. For Q = ’Pff” x With o > 2 and K > K, for some constant K, > 0 depending only on o. Assume

1 1 1
s> pEi(ﬁA?l V ¢, for some absolute constant ¢ > 1. There exists some constant ¢’ > 0 depending only on « and K, such
that Rp(p) > 1/2 whenever p* < c’v%’dense, where

VB qense 1= P/ Y1/ (loglog(8n))“> + log log(8n)

{s>\/p10g log(8n) }ﬂ{a>4}

We now prove all these four lower bound results. Throughout the proof, we use Py = to denote the probability distribution
of X € RP*™ that satisfies X — 0 ~ Z, and Ey = the corresponding expectation under this distribution. It suffices to prove the
five lower bound rate claims below, as they then immediately imply Propositions 17, 18, 19 and 20.

(i). loglog(8n), for GZ 1 with 0 < o < 2 and K > 2'%/* and for P with @ > 2 and K > Vo +1 or a = 2 and
K >1;

and wy = (1/2)1
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(ii). v/ploglog(8n) when s > \/ploglog(8n), for G® . with 0 < o < 2 and K > 2'+2/« and for P® . with a > 2 and
a, K a,K
K>+vVa+lora=2and K > 1;
(iii). p*/® when s > 30, for P2 . with @ > 2 and K > V2 ora =2and K > 1;
(iv). s(p/s)*/* when 30 < 5 < p%, for PSK with @ > 4 and K > v/2;

). slogQ/“(ep/s) when 30 < s < \/f)log_Q/a(ep), for QSK with 0 < o < 2 and K > 2112/

Proof of claim (i). We first consider that each entry of the noise matrix F follows an independent standard normal distribution.

Then for 0 < a < 2,4 € [n], j € [p] and = > 2'+2/ we have
Ei ()"
exp{ (l x“) }1{E1,<j>|<2}]

p{ (lE;]))a} =E lexp{ (wiﬁ(j)l)a}ﬂwwzz}
+ exp{(2/2)*}

<E lexp{ ('E;(j)')Q}ﬂ{Eiwzﬂ

) ﬁ_Elexp { (|Ei2<j>|)2}1{|m<2} +exp{(2/2)°}

<V2- (1 —exp(—2)) +exp{(2/2)*} < 2,
where the penultimate inequality follows from the standard Gaussian tail bound. Thus, for any K > 2'72/% we have
I1E:(j)||p, < K. Furthermore, by Jensen’s inequality, we obtain for o > 2
e < {EEGPA T = { T ei- 0} < @lam -1 < @+

i=1

E|ex +E

Therefore P. € gij forall0 < @ < 2and K > 21%/2 and P, € PEK foralla>2and K > vVa+lora=2and K > 1.
For the mean vectors ji; and s in the definition of ©(%)(p, n, s, p), we restrict them to be equal in all coordinates except
perhaps the first. Then under this setting, the lower bound log log(8n) of the detection rate is established in Proposition 4.2
of [49]. Note that this lower bound holds for all 1 < s < p.

Proof of claim (ii). When s > +/ploglog(8n), we again consider the independent standard normal noise structure. The lower

bound +/ploglog(8n) is shown in Proposition 3 of [2].

We now use a unified approach to establish the three remaining rates. Let £ and é be two independent random variables on
R, whose distributions are to be specified later; let @ be an discrete random variable (independent of &, &), taking values

+1owp 51+ 207
O=q-1 wp S(1+3)7 (86)

0 otherwise,

where v > 0 is also to be specified later; let 7 := é + ~w. We remark that @ can be viewed as a Rademacher random
variable being multiplied by a Bernoulli random variable. Denote £ := (£(1),...,&(p)) " € RP, where the coordinates are i.i.d.
copies of ¢ and we use similar notations g ,w, . Let v denote the distribution of yw € RP, and ¥ the distribution restricted to
Vs ={veRP:5/6 <|vflop < s} ie v(A) = ”(:EGSV)S) for any Borel set A C RP. Consequently, the support of this restricted

measure satisfies

supp(7) € {v € B? : oo < s, [[v]}3 > 57°/6}. (87)

We also have
—p(V) = _(V(llis) — ].)V(Vs) Sv(A) —v(A) =v(ANV]) - (V(]ljs)

for any Borel set A. Denote Z* to be the distribution of (£, Ra, ..., R,) € RP*", E* the distribution of (; ,Ro,...,R,), and
IT the distribution of (7, Ry, ..., Ry), where (R;(j))ie2,... n},je[p) are i.i.d. Rademacher random variables, independent of
£, €, 7. Now we consider the following mixture measures:

- 1)V(A NV,) < v(Ve). (88)

P* = /PQ(U,E* 17(6191)7 P = /Pe(l),E* l/(dal), and P* = /P9(1)7§* I/(dgl),

where (1) := (6,,0,...,0) € RP*" Observe that P* = 01> @s both sides represent the distribution of (7, Ra, ..., Ry). We
first provide an upper bound on the total variation distance between P* and P*. By (88), we have

TV(P*,P*) < TV(v,7) = sup [1(4) — v(4)] < v(V)) = P([2llo > s) + P(|lllo < 5/6). (89)
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Suppose 7 is chosen to satisfy < \/p/s. Then from (86), we deduce 5 < P(&(1) # 0) < 5. By Chernoff bounds, we have

E[el@lole2]  (145/(2p))"

9 —5/6
P(HQHO > S) S eslog‘Q — eslogQ S e / ’
~ E[e—ll2llolog2 1—s/(6p))” .
P(HHHO < 5/6) S £—(slog2)/6 ] < (e—(slog2)/2 <e /20' (90)

The key step of the proof is to carefully construct two random variables ¢ and € such that the following three conditions are
satisfied:

E* S ga,K (resp' Pa,K)a (91)
e Go,k (resp. Po k), (92)
1
H?(P:, P;) < —
( & 5) > 16p’ (93)

where, in a slight abuse of notation, we denote P and P to be the distribution of £ and € respectively. Then, by data processing
inequality as well as some basic properties of the total variation distance and the Hellinger distance, we obtain

TV(P*,P*) < TV(P=., Roze) < TV (P, P) < H(P;, P) = \/2(1 — (1 - H2(P;, Pe)/2))

< \/PH2(Pe, P7) < 1/4, (94)

where the penultimate inequality follows from the fact that (1 — z)?» > 1 —px for all 0 < z < 1 and p > 1
Combining (87), (89), (90), and (94), when s > 30, for all p? < 372/12, we have

Ra(p) = inf{ sup  sup Egp o+ sup  sup  Egp (1-— ¢5)}
¢e® | P.cQ 0€O0y(p,n) P.cQ 0e€O(p,n,s,p)

>1-TV(Py,P*) =1-TV(P*,P*) > 1 - TV(P*,P*) - TV(P*,P")
Z 3/4 _ 6—8/6 _ 6—8/20 Z 1/2,

where the class Q is either gg? x or 77? - Below, we give three constructions of ¢ and §~ that satisfy conditions (91), (92)
and (93), and specify the corresponding choices of . Each construction corresponds to a rate given at the beginning of the
proof.

Proof of claim (iii). We work within the noise distribution class Pﬁ x With a > 2 and K > V2ora=2and K >1 and we
only consider s = 30 (a constant) in this construction. Let £ and £ be two independent discrete random variables such that

1+ Pyl w.p. S i S
tr%) 2(3-(1+52) )

S\ — 2_
i) 1/2 w.p. - (to :2 )71
B s 2(1:07 1+ 2; )
é- — (1 + sz) 12 and g — 1_(1+,Y25)—1

-(1+3%2) w.p. 1/2 to w.p. ———2—
o(1-(+22) )
17(1+”25)71

—to w.p. L
(005"

2
- (1%

Direct calculations show that both £ and 5 + ~@ have mean O and variance 1. Choose

1/a
{(K*=1p/s} '™ V2
= -1 — d to =32y >+V2.
7 max{ T ax(E2, Ky 2 M == V2
Note that we have v < y/p/s. Now, to check (91) and (92), it suffices to only verify that E|{|* < K* and that E‘g+7®|a < K¢
respectively. Indeed, as @ > 2 and K > V2, we have

2.\ —1
1-(1+%7) 7s/(2p) 7Pty > 320729%
E|¢]* < 1+t5— 71275 —1§1+t0ﬁ:1+70§1+7
to—(1+ %) 0 p p

<1+ maX{KO‘ — 1,2’1/“0} < K?,
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and
- ) 14 7) 17/16)°
E|¢ + 13| S1+(1+7)Q-P(w7§0)§1+<+2;)8§1+max{Ka—1,(/)}SKQ-

We also verify (93):
2 25y—1 725\~ 1
t3—1 1-(1+% 2(1—(1+—) )
H2 (P, P;) = (1 - 0 _1> + (+ %) < 2
g — )

2725_ 60~2 < 1
T optg (329)%p T 16p

We thus conclude that under the noise distribution class 7)53 x With o> 2 and K > V2, whenever s > 30 and

1/ 2
30 {(K>—1)p/30} " V2
2 <= -1 = <c-p*e
P =1 (max{ T ax(32, Ky 32 SO

A

for some ¢ > 0 depending only on « and K, we have Rp(p) > 1/2. When oo = 2, we can simply set v = /p/s and ty = 32y
and reach the same conclusion.

Proof of claim (iv). We work within the noise distribution class 733 x With o« > 4 and K > V2. We first define an auxiliary
random variable £,,x and with the following density elsewhere:

1000(x — sgn(x) - 0.9)2 0.9 <|z| <0.95
5 — 1000(x — sgn(x))? 0.95 < |z| < 1.05

Je® =3 1000z — sgn(z) - 1.1)° 1.05 < o] < 1.1
0 otherwise.

Observe that E¢,,, = 0 and 02, := E£2 € (1,1.01). Now let ¢ and §~ be independent random variables such that
~ 2 - ~
£ 4 ol Eaux and & 4 (1 + 72—;) 1/ QU;ulx§aux. Again, direct calculations show that both ¢ and £ + & have mean 0 and

variance 1. For condition (91), since |£| < 1.1 holds with probability one, we have =* € P, k for all « > 4 and K > V2.
We choose

1 o
7 =15 @/9)""
Note that v < +/p/s. We verify (92) as follows:
~ 1.1 « 1.2,12v}«
E|€ +10|" < 11+ (1.1 4+7)* - P(& £ 0) < 1.1 + (;rpws <117+ W
1.2¢ 1
Smax{l.l“—i— 5 ,1.1“+2} <292 < K©. (95)
Finally, by Theorem 7.6 of [50], we have when s < p;;:44
2
(o= 1+ 55) ok T @))*/ fere () da
H2(P§, P~) < 2p sup fsupp(faux)( Eaux ) Eaux
¢ 4 2.\ —1/2 u2
we[(1+%52) " onkoonk]
2
((1+i;)1/271> / 2
= 4 / (férn @)/ fenue (@) dz
Supp(faHX)
4.2 0.05 2 0.1 2 4.2
—2000 2000(x — 0.1 25 1
Sﬁ.4/ @dﬂ/ (2000(z —0.1))" ; \ o 257°s” L 96)

64p? s 5— 100022 005 1000(z — 0.1)2 P2 16p

and this verifies (93). Therefore, under the noise distribution class ”PS x With o > 4 and K > V2, whenever 30 < s < p%
and p? < s(p/s)?/*/1728, we have Rp(p) > 1/2.

Proof of claim (v). We work within the noise distribution class gg? x With 0 < a < 2and K > 21+2/a We use the same
construction as in (iv), but now choose instead
1

Y= W 10g1/a(6p/5)-
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Since logz < %xaﬂ for all x > e, we can verify that v < \/p/s. Again, for condition (91), since |¢] < 1.1 holds with
probability one, we have =* € G, k for all & > 4 and K > ol+2/a 4q exp{(1.1/K)*} < el/4* < 2. We now verify (92)
using the technique in (95):

eXp{(gJ;g@)a}] SeXp{(l'I(l)a}-‘r;}eXp{(maX{[??ﬁ})a}
/ a8 (8 \\TER=
§el 4+max{el 42p’(2p) }

<e'/* +max{e’*/2,\/1/2} < 2.

E

We then follow (96) to verify (93) as well:
4.2
25v%s < i’
p* 16p
when s < \/;T)log_2/ “(ep). Therefore, under the noise distribution class QS x With o < 2 and K > 2142/ whenever

30 < s < \/plog”**(ep) and p?® < W, we have Rg(p) > 1/2.

H?(P¢, P;) <

D. Technical details of Section VI
1) Multiple change points: To describe our testing procedure for multiple change points, we first denote

J o= {(& £) : t = 2+Mloga(log(n)] 92+ [logy(log(m)] | glloga(m=1 p —y t}_

Recall that in Section III-A, we use a median-of-means-type statistic AM°M in (16) to determine whether there is a single
change at or near each ¢t € 7 based on data Xy,..., Xy, X;,—¢t41,...X,,. Here, we compute the same statistic using
Xo—ti1y--, Xoy Xog1, .o, Xoye for each pair (0,t) € J, ie. Zips = (Xo—tri — Xeper1-4)/V2 for i € [t]. We then
split {Z1,¢.4, Z2.0,t,--.,Zs0+} into G groups of equal size, with G specified later in Theorem 21. Let V; ,+ € R? be with j-th
coordinate Vy ¢ +(j) := Zi,é,t(j) —G/t, j € [p] and g € [G], where Z,  is the sample mean of the g-th group. We then have
that

Lo o= 1 pyons )

where

p p p
AYPM =t - median <Z Viet(G): D Vouu(i)ee Y vct,e,t@')) :
j=1 j=1

j=1
and the threshold r is specified in Theorem 21. Our test for the multiple change points case is

MoM
c:= max Ty;. (G
P,multi (tt)et ,

We prove the following theorem on the theoretical guarantee of the test XM .. constructed above. Theorem 10 then follows
as an immediate consequence.

Theorem 21. Assume n > 50 and o > 4. For any € € (0,1), there exist C1,Cy > 0 depending only on o, K and ¢, such that
the test ¢71\;[,Or£/1111ti defined in (97) with

r=C1/pG and G = 2'+Moexllos(n))]

satisfies that
MoM
RP,multi(pv (ZS’P:;nulti) S &,

as long as p2 > C’Qvg, where
vp = /plog(n).
Proof. Null term. For any 6 € Oy(p,n), we have, by a union bound
Eeqﬁl\g%lti =P (&ﬂ?é] Tyt = 1) < (e%:EJPQ(TM =1).

Note that, for a fixed pair (¢,t), the test variable T, is constructed in the exact same way as the MoM test ¢p gense WE
studied in Section III-A. Therefore, by following the proof of Theorem 4 and, in particular, (64), we have

G
Po(Toy =1) =Py (A%tOM > r) < exp{—2 10g(6/5)},
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when we choose 7 = C1,/pG for some sufficiently large constant C; that depends on e. Now, with G = 21+[los2(los(m))] >
2log(n) and n > 50, we have for all (¢,t) € J that

Py(Tys =1) < exp{(;log(fi/e)} < exp{fg log(n) — log(6/5)} _ 6%/37

where the second inequality is derived from the calculation (log(n)—1) (log(6/¢) —4/3) > 4/3. Therefore, as long as n > 50,
we conclude

€ €
Z Py(Ty:=1) < 6n4/3u| < 6n4/3n10g2(n/2) <
(L,t)yeJ

NI

Alternative term. For any 6 € O,,,11i(p, 1, p), by definition, there exists an i* € Z* such that A;« > 4log(n) and k2 A+ > p?.
Consequently, there exists a corresponding (7;+,t*) € J such that A;+ /2 < ¢t* < A;«. Then, we have

Eo (1 — o}om) = Po( max T = 0) < Py(Tr. - =0).

Since we use the same type of test statistic as ¢p gense, and that {Z; .. 4=,..., Zy~ 1. 1+ } are independent random vectors
each with mean (u; — ps)/ V2, we can again follow the proof of Theorem 4 to obtain

]P’g(Tn*yt* = 0) < exp{—ii(ilog(i) - g + 1)} < Z,

provided that ¢*[|u1 — po||3/2 > p?/4 > <2 /plog(n) for some sufficiently large constant C that depends on ¢ and this
completes the proof. O

Proof of Proposition 11. Throughout this proof, we take P. = N®(0,1). Recall that N®(0,1) denotes the joint distribution
of all pn independent N (0, 1) entries in E. Following the calculation in the lower bound proof of claim (i) in Section C, we
confirm that P, € 793 i forall « > 2 and K > +/a+ 1. We write Py g to denote the distribution of § + E where 8 € RP*™,
and £ € RP*™ is a matrix with entries being i.i.d standard normal random variables. We also write Py~ g to denote the
distribution of § + F when 6§ ~ 7.

This result essentially follows from Theorem 2 in [29]. To lower bound the minimax testing error, we have

Rp multi(p) = inf{ sup sup Egpp (¢)+ sup sup Egp.p, (1 — qb)}
P2 L p.ep®, 0€€0(p.n) P.eP?  0€Omuini(p,n.p)

>1—TV(Po.g, Por.0),

for any 7 that has support only on § with two change points such that min{A;, As} > 4log(n). The constructions of é(g)
and O (3) in Case 2 and Case 3 in the proof of Theorem 2 in [29] with r = 4log(n) both have support on # with two change
points such that min{A;, Ay} > 4log(n). The remaining calculation therein shows that when n/4 > [4log(n)] and

p* < c{/plog(n) +log(n)},
for some sufficiently small constant ¢ > 0, we have TV (P g, Pypur.g) < 1/2. O

A heuristic example for requiring minimum spacing: We provide a heuristic example illustrating why the heavy-tailed
nature of the data necessitates a minimum spacing condition to achieve a rate with logarithmic dependence on n.
Consider independent univariate random variables Uy, ...,U, € R with EU; = pu; for i € [n]. For @ > 2 and K < oo, we
assume that E[(|U; — p;| /K )a] <1 for all i. Now, consider the testing problem

Ho:ppp=-=p,=0 vs. Hy:3j€[n]st pu;=0forall i+ jand |p;| > p.

This can be viewed as testing for a single outlier caused by a mean shift at an unknown time, which corresponds to two change
points with no minimum spacing requirement.
A natural test to consider is

g%ﬁﬂﬂwzr}’

for some threshold r. Suppose we want to control the Type I error probability at some € > 0. Under the null, applying a union
bound and Chebyshev’s inequality, we obtain the upper bound

(r/K)>

Type I error prob. < Z P(U;| > 1) <
i=1

This is at most € when r > K (n/e)'/®. To distinguish the null from the alternative, the signal strength p must exceed this
threshold, implying that p must be at least of order n'/, i.e. polynomial in 7.
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2) Temporal dependence: Denote Z; := (X;— X, 11-;)/V/2 fori € [n/2]. For t € T, we split {Z1, ..., Z;} into G, groups
of equal size that

21 = {Zl,...,zé}, 2= {Z&+1,...7Z%}, ey 2 = {Z%H,...,Zt}.
The procedure to form the test remains the same as in (15) and (16) from Section III-A, except that we replace G/t with
E?f}g(j) in V;,4(4). Our test is
PPremp = Llmax,er apor ) Tome 11, ©8)

with the detection threshold rtT “P gpecified in Theorem 22. We assume ]EZ?) 4(j) to be known, though this can be relaxed

if this quantity can be estimated reasonably well. We discuss this aspect in detail and provide a specific example where the
noise is generated by a moving average process at the end of this subsection.

We prove the following theorem on the theoretical guarantee of the test ¢p., ., constructed above. Theorem 12 then follows
as an immediate consequence.

Theorem 22. Assume « > 4. For any € € (0, 1), there exist C1,Ca,C5 > 0 depending only on «, K, c¢1, co and ¢, such that
the test ¢p.,,,, defined in (98) with

rtTemp _ C1p1/2Gt, G, =tAA and A= 9 [log, (C2(log log(8n)) (log log 10g(16n))2)'|,
satisfies that
RPremp (s OProns) < &,
as long as p2 > C’gngemp, where
ngemp := p'/2(loglog(8n)) (log log log(64n))2.
Proof. If we define {Ei}z‘e[n] as the reordered sequence of {E;};c[,) with

E- _ E(i+1)/2 for odd ’i, (99)
L En+17i/2 for even i,

then we verify that the (usual) a-mixing coefficient of this reordered process {Ei}ie[n] satisfies

apa(?) == sup sup |P(AN B) —P(A)P(B)|
L€[n—1i] Aco(E;:1<j<f),Bec(E;:t+i<j<n)

< a*(i/2]) < cre™ 23, (100)

for all i € [n —1].
Null term. Similar to the proof of Theorem 4, we still have for all t € T and g € [Gy] that

z o Ly _ OGN\ Y0 EoZ, ()
IP’e<tZVt,g(j)>’"tT p) M(Z(Zigo)mig(j)) > “f > R =
j=1

= CipG}
pt204(Gt/t)2 04
< Rt (101)

for some C4 > 0, depending on «, K and c. The second inequality above now follows from Theorem 4.1 of [51]. According
to the reordered sequence {E;};c[) defined in (99), we have, for g € [G}]

- 2(g—1)t . 2gt
IL em (El LT 1 S é 7) .
(e v Gyseteme ) €7 G, 't
Thus, as long as C;/C? < 1/4 in (101), by (100) and Theorem 1 of [52]*, we have for all t € T with G; > 4

CsCt } (102)

Gt
P (AMOM Temp) <P 1 > 21 < T A T~
o( AN > ) <Py g; fim v e = G2 | S O T G oglog

for some C5 > 0, depending only on c; and ca, the constants in the interlaced a-mixing condition (34). To this end, we
observe that there exists sufficiently large Co > 0, depending only on C5 and &, such that for all ¢ > C5/12 and for our choice
A > Cy(loglog(8n))(log loglog(64n))? > Ca/12, we have

C5t g Vi
_ I G 103
exp{ logtloglogt} =10° (103)

4Theorem 1 in the cited work assumes that the a-mixing coefficient is bounded by (i) < €~ for some ¢ > 0. A closer examination of the proof reveals
that this result remains valid even if the bound is relaxed to ¢’e~¢* for some constants c,c’ > 0.
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and

C5A 3
— < 104
exp{ logAloglogA} ~ 10logy(n/2)’ (104)

Thus, by choosing C; > \/0304/5 and combining (101), (102), (103), (104) and a union bound, we conclude, when C is
sufficiently large, that

EO¢7’TSmp > Z Z ]Pg( Z V't (7 > T;/Temp> 4 Z PQ (A?AOM > ;I‘ernp)

teT:t<C2/12 g€t teT:Ca/12<t<A

+ > Py AtMoM > 1 omP)
teT:t>A

C3Cy oV
< <e/12 1 1 2.
= Tac2 + Z 0 + Z 1010g2 T0Tog, (n/2) e/12+¢/104+¢/10 < ¢/
teT: Cy/12<t<A teT:t>A

for all 6 € ©¢(p,n).

Alternative term. We again follow the proof of Theorem 4 and reach

r 2 _ 2
<Py (Z((Z%,g(j))2 —E(Z;,()" + V2(1 (i) - uz(j))Z%,g(j)> < —fGE _ i =~ pally 4“2”2) (105)

/4 — 2 — 2 \2 p_l]E 7% \4 2
Py (Z((Zf,g(j)) —E(Zﬂg(j)) ) < _,0~) < 256(t) = 9( ,g(])) - C6th7

p p

and

= 1 — pall3 32370, 2R 7%&.2
o Y- VEGG) - a(0) 7, 0) < - L) < Yo () = 120)*Eo (Ziy 9)

lpen = peall3

< Cﬁff
p
for some Cg > 0, depending only on «, K and c. Combining these with (105), as long as

)

p® > Csp'/?(loglog(8n)) (log log log(64n))?,

for sufficiently large C3, we are guaranteed that

C €
E: T 4

Note that
Gi

Eo(1 = $pyn,) < Po (AP <17) < Py (Z Vs v, trzrmoe} 2 Gtﬂ)'
9:1 = .9 -t

We consider three cases separately: (i) t < C., (i) C. <t < A, and (iii) £ > A. Using the same argument as in controlling
the null term, we can show that Ey(1 — ¢p.,,.,) < /2 and this completes the proof for o > 4. O

Remark 1. A similar result can be obtained for 2 < a < 4. In this case, Theorem 22 holds with r;*™ = Cyp** G, and

gTemp = p2/’ (loglog(8n))(log log log(64n))? for any o < a, with Gy and A remaining unchanged.
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An MA(1) example: When forming the test ¢p., ., we assume ]E?tz’g(j) is known for all t € T, g € [Gy], and j € [p].
This term also appears in the setting with independent observations, where it simplifies to G; /¢, given the assumption that the
variance of each error term is 1; see Definition 3. A close examination of the proof of Theorem 22 reveals that if, with high
probability, 3°%_, EZ?Q( j) can be accurately estimated with an error of O(,/pGy/t) for all t € T, g € [G¢], and j € [p], then
the conclusion of Theorem 22 still holds for the modified test ¢p., .., where the exact expectations E?i ,(j) are replaced by
their estimators.

We consider an example of a specific temporal dependence model. Assume that £ has independent component series, and
for each j € [p], the j-th component series {E; (4)}ien) follows a moving average process of order 1 (MA(1))

Ei(j) = wi(j) + Tmawi—1(J), (106)

where {w;(j)}i=o,1,... is an independent white noise sequence satisfying E[w;(j)?] = (1 + #2,)"' and E|w;(j) +
wmawi—1(j)‘a < K© for all i. The lag-1 autocorrelation is given by r1 := mya/(1 + 72,). As discussed in Section VI-B,
the interlaced a-mixing coefficient of our noise sequence {E;};c(,) satisfies o* (i) < e'~* for all i € [n — 1]. Now, if we can

estimate r; well, then a plug-in estimator for E?i g (j) can be used. We formalise this in the following corollary.

Corollary 23. Assume o > 4 and let ¢ € (0,1). Consider the MA(1) data-generating mechanism for the noise sequence
described by (106) and in the last paragraph. Let 71 be any estimator for r1 satisfying

P(|f — 1] > ep~'/?) <e/2, (107)
for some ¢ > 0, depending on . Then, after modifying V; 4 to become

the theoretical guarantee on ¢p.,,, in Theorem 22 remains valid, with possibly increased values of C1,Co and Cs.

Suppose we have a (historical) dataset X 1(h)7 e ,X,(qf ) of size m € Z*, within which no change point is present. Each
observation can be written as Xi(h) = po + Ei(h), where the noise follows the data-generating mechanism described in the
previous paragraph. The lag-1 autocorrelation can be estimated by

. 1 i, (h), . 1 o= o), . (h) ;. 1L o= o(h),.
= Xi <>_* X () Xi 1()_* X ()
e 2 (V0 R 50) (K0 - 5 2600

This estimator can be shown to satisfy condition (107) when, informally speaking, the sample size m is significantly larger
than /p.

Note that in (106), all components share the same lag-1 coefficient. If this assumption does not hold, then the requirement
on the estimators becomes P(Y-7_, |#1(j) — r1(j)| > cp~'/2) < /2 in place of (107) in Corollary 23, where 1 () denotes
the lag-1 autocorrelation for the j-th component series and #1(j) its estimator.

3) Fewer than two finite moments: As mentioned in Section VI-C of the main text, our test procedure has two components.
One component utilises a robust mean estimator 2®M from Algorithm 1-7 of [42], developed specifically for distributions
satisfying (36).

Proposition 24 ( [42], Theorem 1.2). Let 1 < o < 2. For t € ZT, let X1, ..., X, be independent random vectors in RP with
mean (1. Assume that the distribution of W; := X; — u belongs to W, for each i € [t]. Then, there exists a polynomial-time
algorithm that, given inputs X1, ..., X and n > 0, outputs ﬂ?M({Xi}gzl;n). There exist absolute constants Cy1,Coz > 0
such that, for any 0 < n < 1, when t > Cy; log(1/n), with probability at least 1 — n, it holds that

1AM { XYz m) — pll2 < 002{ P (g)‘%l N (bg(l/n)yzl}

4 t t

Similar to the limitations of using %M as discussed in Section III-B, test statistics based on %M only have theoretical
guarantee when the change is sufficiently away from the boundary, due to the condition ¢ > Co; log(1/n) in Proposition 24.
To cover the case when the potential change occurs near the boundary, we need to adopt a different strategy that does not
have this limitation on the minimal sample size.

Recall that Z; = (X; — X,,_i+1)/2, for i < n/2. We let

A= 11320 Zif e teTn{t<A},
APM = M ZiYi—nell2, t€ TN{t> Ag},

and define the test
yn =1 oy A1y VL <y ARM /FRM S,
a {maxteTm{tgAl} t/”>} {maXtETﬁ{DAl} /T >}

(108)
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where Ay, 7, 7'M and 7, are specified later in Theorem 25.
We prove the following theorem on the theoretical guarantee of the test (bf}vl\f, constructed above. Theorem 13 then follows
as an immediate consequence.

Theorem 25. Assume 1 < a < 2. For any € € (0, 1), there exist Cy,Co,C3,Cy > 0 depending only on « and €, such that
the test defined in (108) with

~ 2—a ~
7 = C1 A% longv(Al)\/§7

. t A AQ ~RM __ p p aT_l IOg(l/nt) QT71
nt—eXP{ Cs }7 Tt —CS< ¥+(¥) + - )

Ay = Cylog(16/e) and Ay = Colog(161log(2n)/e),

satisfies that
’R’W(@ ({pto}toE[n—l] ) ¢5Vhf) <eg,

as long as

a—1

D P = loglog(n) \“=
”tOZC‘*{ tg/\(nfto)—i—(to/\(nfto)) +(t0/\(n7t0)) } (109

Sfor all ty € [n —1].
Proof. We denote T := {teT:t< Al}, Ty = {teT: Al <t< Ag} and T3 := {teT: t> AQ}. Null term. Under
the null hypothesis, we need to control
Egdyne = > Bo(Ay > 7) + ) Po(AFM > 7)Y Po(AFM > 7).
teTh teTz teTs

We first control the first term. Notice that Z; are independent random vectors satisfying (36), since EyZ; = 0 and
1
Eo|{Zi, v)|* = S5 Eol(Xi — Xn—it1, v)|* S Bol(Xi — p,0)[* < 1,

for any unit vector v. Thus, we have by Lemma 39
T

Cp (A1 /)7 log(Ay)

Py(A; > 7) <

Now, by setting C; > (167r/5)1/ @, we are guaranteed to have
> Py(A, > iy) < /4.
teT

Now, for the second and third terms, we note that ¢ > Cylog(1/n;). Thus, by using Proposition 24 with n = 7;, we have
P(ARM > FRM) <y, and thus

" . t £
P, (ARM < sRM P, (ARM < 7RM) _t &
D Po(AT > M)+ Py(ATM > 7 )_ZeXp{ 02}+Zl610g(271)

teTs teTs teTs teTs
A elogy(n/2)
<2 —— —= L /4.
- exp{ Cy } * 161og(2n) ¢/

We therefore conclude Eq¢}i)! < /2.
Alternative term. Consider, as before, the point £ € 7 such that ¢, /2 < t<top<n /2. We shall deal with the case to > n/2

later. Note that 7, ..., Z; are independent with mean (; — p2)/2 and that Z; — (1 — p2)/2 satisfies (36) for each i. We
first consider the case t < A;. In this case, we have

i
ZZZ/E <75 | <Py
i=1 2

By Lemma 39 and the choice of 7; with C; > (167 /¢)'/®, we have

pg< >

t
PQ(A£<’F{):P9< ZZZ/E_%
i=1

H1 — M2
2

— < 7~’{> . (110)
2 2

i

F M1 — 2 - €
E Zijt———=2 > < =,
£ / 2 ||, ”)-16



IEEE TRANSACTIONS ON INFORMATION THEORY 42

~ 2-a 1, ~ P
> 4C1A > log= (A1), —,
2 to

we obtain H%HQ > 27; and thus Ee(1 — ¢}1) < Pg(A; < r;) < £/16. In the case of ty > n/2, we should consider
instead the point £ € 7 such that (n —to)/2 < ¢ < n—to < n/2, and the same arguments as above show that Eg(1 — ¢33)1) <
Py(A; < 17) < /16 as long as

Therefore, as long as
H M1 — M2

A p
>4 AQO“I A .
) Ch og (Ay) F—

H1 — H2
2

Now, consider the case ¢ > Al, when ¢y < n/2. Similar to (110), we now have
Po(A <) = By (a2 i, < 72

H1 — M2 N H1 — M2
SIP’e( e AN ({ZiY i) —

5 <f§M>.
240y <\/f+(£)m;1+ Cogl;g(n))“;l)

we have Py(AFM < #EM) < ¢/16. In the case of to > n/2, we should consider instead the point £ € T such that (n—t0)/2 <
t <n—to<n/2, and the same arguments as above show that Py(AfM < #iM) < £/16 as long as

2 2

Thus, as long as
M1 — M2
2

5 p \*F | (loglog(n)y °F*
2403< n—to+<n—to) +(Tt°) >

Together, we obtain Eg(1 — %\f) < ¢/16, as long as

H1 — f2
2

2

oa—

o o) @) ™)

for all ¢y € [n — 1] and some Cy > 0. O

Proposition 26. For the testing problem

n—1
Hp:0 € 0(p,n) vs. Hy:0¢€ U O(p,n, pry)s
to=1
when p = 1, it holds that
qlsrelfb RW?({pto}toe[n—l]a¢) > 1/27
i
/ ~a-1)

pro < (to A (n—to)) (111)

for some ty € [n—1].

Proof. Consider two distributions Py and P_ on R such that

Pi({0}) = P-({0}) =1 —u, Pi({c})=P-({-c}) =u,

where u € [0,1] and ¢ > 0 are to be specified. Let . = cu and p_ = —cu denote the mean of P, and P_, respectively.
Note that we have |pu4 — p—| = 2cu. Also, we have the a-th central moment of both distributions satisfies

Ep, (IX - 114]%) = Ep_(|X — p_|*) = c™u(l — u)(@** + (1 — u)* ") < 2™,
if u<1/2.

a—1

We first focus on the case where to < n/2, i.e. when (%) “  dominates. Consider the following two sequences of random

variables

i.3.d i.4.d i.4.d
X1, X, P v, Y AP Y, Y AP

Let PP" and P®" denote the n-fold product distribution of Py and P_, respectively. With the choice of u = 1/(2t) and
= (2u)~ =, we have 2¢®u < 1 and

1= TV(PE, PE) > 1 —t,TV(Py, P_) =1 —tou > 1/2,
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a—1

with |uqy — p—| =t, = , which proves the claim.
In the case of ty > n/2, one simply chooses

ii.d ii.d
Yl;"w}/to ~ P+a }/to-‘rla-"aYn ~ P—7
and the same arguments lead to the corresponding result. O

4) Change away from boundary: For Q = Pf’ x With o > 4, we modify the median-of-means-type test proposed in
Section III-B. Recall that {Z5,24,...,2Z;} is used for coordinate selection in (25). We now split this set into G™* groups
of equal size, and use Z; 4o to denote the sample mean of the g-th group. Our new test relies on a more robust coordinate

selection step compared to (25) by considering the following statistic:
2614
t ) {viraa

where both the number of groups G*** and the threshold a'®* are to be specified in Theorem 27. With 7 := 7T N {((t’es +
1)/2],...,n+1—[(t" +1)/2]}, our test is

-2

VS () = (zt,g,m - j el

medial’l(Zt,l,z(j),A..77t1Gr9512(.j)) |2ares} ’

¢¥;¥aﬁ:s = ]]'{maxteTres A}L\f;’,%g/rt>1}a (112)
where AMoM is the same as (26) but with each V; 4 4(j) replaced by V¢ ... (j), for g € [GY].

For Q = QS’ x With 0 < o < 2, we adopt a similar robust strategy for selecting signal coordinates in the sparse regime by
replacing (12) with the following statistic:

At = Z{Ytzl(]) - 1}1{

median(71”172(j),...77t,cr6572(j)) ‘Zaf%}’

and the test takes the form of
¢E’e,ssparse = ]]'{maxteTreS Aga>r}e (1 13)

MoM+res

P.sparse constructed above. Theorem 14 then

We prove the following theorem on the theoretical guarantee of the test ¢
follows as an immediate consequence.

Theorem 27. Let ¢ = 32{log(e?p/s) + s ' loglog(8n)} and Q = P with a > 4. For any € € (0,1), there exist
C1,Cs,C3 > 0 depending only on o, K and ¢, such that the test qShpAglr\)daf;:s defined in (112) with

ates = Ola G — 2Llog2(tres/2)J’ re = Cz\/th, G = (t A A)/Q and A\ = 24+[10g2 loglog(Snﬂ,

satisfies that
Rp(p, op o) < &,

P,sparse

MoM+res

P,sparse ’ where

as long as p? > Csv
pMoM+res . s{log(ep/s) + loglog(8n)}.

P,sparse

Proof. The proof is analogous to that of Proposition 7; we thus omit many details and highlight those places where the
arguments differ.
Null term. For any 6 € ©¢(p,n), we have by a union bound that

MoM+res MoM
IEOgb'P.,Zparsr:q < Z Py (At,ao > Tt) < Z P9(|\—7tﬂlms
teTres teTres teTres

>s)+ > sup Py(AMN > ), (114)
JC[pl:| JI<s

with A%{?I‘}[ unchanged from the proof of Proposition 7 and J; 4+ modified to be

Tt.ares = {j € [p: \/t/2GreS|median(7t7172(j), . ,7t7cre572(j))| > ares},

for ¢t € 7. The second term in (114) can still be bounded by £/8 with r;, G; and A unchanged from Proposition 7. We now
bound the first term. By Fuk—Nagaev inequality (Proposition 33), we have for any j € [p], g € [G"*] and t € T*®

o @ aga/2 res)\1/« @ ares)2
P9< Qcifms’Zt,gQ(j)‘Zares)S?(( (K2 (2GT)) ) +Qexp{—(2()}.

aas [T 2G) o+ 2)2e
< Ko N ) ( re>)2
e _
- (ares/g)a(t/Gres)a/Zfl Xp 202e

< (3K /a™*)™ 4 expd 1 — (@) _ /36
= PU T 2a2ea [ =577
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when a'*® = (1 is sufficiently large, depending on K, « and €. Consequently, by the multiplicative Chernoff bound, we have
for j € [p]

. res t 2 . res res
Po(j € Tr,ares) < Po(’{g € [G™]: ﬁ|Zt,g72(J)| >a H > G /2>

t o Gres 18
SP@(HQE[GT%]: s Zro2(d)] zafeSH > (1+(5_1)>>

G (18 18 18 G*es res
conl 0 ((2) ) son{ Tt s

Then, again by a standard binomial tail bound and a union bound

e
3 Po(|Jpare| > 5) < 10g2(n)(70(/6)) <o/a,

teTres 5

when G™* > 2(log(e®p/s) + s loglog(8n)). Putting things together, we reach Eggp onn % < /2.

P,sparse

Alternative term. First, according to our definition of 77, there still exists a unique £ € 77 such that ¢, /2 < t < ty, where
to > " + 1 (and without loss of generality ¢y < n/2) is the true change point location. We retain most notation used in the
proof of Proposition 7, with one modification Hs gres := {j € [p] : |6(j)| > 2a**5v/G"5}. The reasoning behind this change is

t . = . = . t . . ! . 6(4)
dian(Z- o Tt e =/ dian (Z; o T e . 116
2 res me: 1an( t,1,2(])7 » “t,G ,2(3)) 2@Grres me lan( t,1,2(]) t,G ,2(])) + \/Cm ( )

The only major difference in the proof lies in the argument for establishing

2
]Pg( > 6(j)% < 121'(')‘;@) <g/8. (117)

JETf qres MH 5, gres

For j € Hs qres, we have by (116) and (115)

Po(j ¢ Tares) = Po (\/5/2(}’“35’median(Zﬂl’Q(j), . ,757Gresv2(j))| < ares>

<Py <\/f/2GreS (median(?%’l’g(j), . ,72’@%’2(]'))) < —ares>

res 1
< (e/6) 2 < =<
< (¢/6) = 2048 ~ 2561og(8/c)’

whenever G™* > 10. Thus, we still have

‘ 16113
> Varg(5()*Les o) < sraraiaTo
i aren : 256 log(8/¢)

The condition p? > 64a?s in the previous proof is replaced by p? > 64(a"%)2sG** in order to obtain
> 06 2 [l - s(2aVE)” > [5]3/2.
JEHp gres

MoM+res
P ,sparse

p2 2 C(SA + (ares)QsGres)

With these in place, (117) can be established and we can deduce Ey(1 — ¢ ) < /2 whenever

with a sufficiently large C. O

Theorem 15 is again a direct consequence of the following result, which provides a theoretical guarantee for the test ¢G5, .
constructed earlier in (113).

Theorem 28. Let 1™ = 32{log(e’p/s) + s~ ' loglog(8n)} and Q = QS,K with 0 < a < 2. For any € € (0,1), there exist
C1,C5,C3 > 0 depending only on o, K and €, such that the test (bg[,‘s)x‘r"sfs defined in (113) with

' =y, G =2Uesa /D] gy = Cy{+/sloglog(8n) + loglog(8n)},
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satisfies that
(p7 ¢rgeiparse) 6,

2 res
as long as p* > C3Ug,sparse’ where
res

UG sparse © = slog(ep/s) + loglog(8n).

The proof of Theorem 28 is omitted, as it is very similar to the last proof.
Comparison with [7]: We compare Theorem 15 with the minimum signal strength requirement for a bootstrapped U-
statistics-based test in Theorem 3.3 of [7]. Their result indicates that, for the sub-exponential noise class Qf’ i if log(p) =
o(n*/7) (a mild dimension condition required for size control in Theorem 3.1 therein) and the change is away from the
boundary by at least O(log5/ 2( p)), then the sum of Type I error and Type II error probabilities can be controlled provided
that

to(n — to) |1 — p2lleo 2 12 log"/? (np). (118)
One immediate observation is that our requirement on the boundary removal, O (log(ep/s)+ s~ ! loglog(8n)), is much smaller

than their required O(log®?(np)).
Now, suppose the s-sparse mean shift p; — po takes the form

p — g = (a,...,a,0,...,0)".
——
s p—s

Without loss of generality, assume ¢, < n/2. Under our framework, the signal strength condition p* > Csvg sparse implies
az t51/2 (logl/Q(ep/s) + 5712 10g!/? log(8n)),

while (118) requires
a Z (n/to)?t5"? (1og"2(p) + log"/?(n)).

Our rate is clearly smaller across all parameter settings, with the advantage becoming particularly pronounced when the change
location is not near the middle of the sequence, i.e. when ¢( is not of the same order as n.

E. Auxiliary results

We first present the definition and some basic properties of sub-Weibull random variables. For a more in-depth introduction
and discussion, we refer to [45] and Section 2 of [53].

Definition 6 (Orlicz norms). Let f : [0,00) — [0,00) be a non-decreasing function with f(0) = 0. The f-Orlicz norm of a
real-valued random variable X is
| X||; :=1inf{t > 0: Ef(|X|/t) < 1}.

Definition 7 (sub-Weibull random variables). A random variable X is sub-Weibull of order oo > 0, denoted sub-Weibull(«), if
it has mean zero and

with the function 1, defined by ¥, (z) := exp(x®) — 1 for x > 0.

Proposition 29 ( [45], Theorem 2.1). Let X be a sub-Weibull(c) random variable with 0 < a < 2 and || X ||y, = K < oc.
Then, we have the following properties:
(a) the tails of X satisfy

P(|X| > x) < 2exp{—(x/K)*}  forall x>0

(b) Let | X || := E(|X|*)Y/* k > 1, then
X, < K’k

for some absolute constant K' > 0.
(c) Conversely, if a random variable X has mean zero and satisfies P(|X| > x) < 2exp{—(x/K)*} for all x > 0, then there
exists K" > 0, depending only on o and K, such that

Eexp{(|X|/K")*} < 2.
In other words, X is a sub-Weibull(c) random variable with || X |y, < K" < oo.

Proposition 30 ( [45], Proposition 2.1). Let o« > o’ > 0 and X be a sub-Weibull(c) random variable with || X ||y, = K < oc.
Then there exists K' > 0, depending only on o/ and K, such that X is a sub-Weibull(c/) random variable with || X ||, _, <
K' < 0.
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We now provide two tail bound results from literature for sums and quadratic forms of independent sub-Weibull random
variables respectively. Proposition 32 below can be viewed as an extension of the Hanson—Wright inequality [54].

Proposition 31 ( [53], Theorem 3.1). Let o > 0 and n € ZT. Let X1, ..., X,, be independent mean zero sub-Weibull random
variables of order o, with || X;|y, < K for all i € Zt and for some K > 0. Then, there exists a constant C' > 0, depending
only on o and K, such that for any vector u = (uy,...,u,)" € R" and x > 0, we have

r((3s x| 22) ool (o) (e ) 1

where (a) = oo when o < 1 and (o) = /(o — 1) when o > 1.

Proposition 32 ( [55], Proposition 1.5). Let o € (0,1 U {2}, A = (a;;) € R"*" be a symmetric matrix and X1, ..., X, be
independent mean zero sub-Weibull random variables of order o, with EX? = o2 and || X;|y, < K for all i € Z* and for
some K > 0. Then, there exists a constant C' > 0, depending only on o and K, such that for any x > 0, we have

(‘ Z ai; X X5 — Zana

1<4,j<n

2 2a o
x x x 2t x 2
N (x; A) := min ( ) , ,( ) 7(> .
(r:4) { 1Alr ) T4l \ T4l 00 [Alme

The following proposition presents a concentration inequality for sums of independent random variables with only finite
certain number of moments. We use the form of the Fuk—Nagaev type inequalities appeared in [56].

) < exp(1 —nq(z/C; A)),

where

Proposition 33 ( [57], [58]). Let X1, ..., X,, be independent random variables, each having mean 0 and variance o?. Assume
further that for some q > 2 and Cy > 0, we have for all i € [n]

E[{max(X;,0)}] < C,.

Then for any x > 0, we have

& 2)(nC,)"4 ! 222
]P’(ZXi 23:) < <(q+)q(x)> +eXp{_n(q—|—2)26‘102}

=1
Proposition 34. Let Xy,...,X, be independent random variables, each with mean zero and unit variance. Let a > 0 and
7= S (X2 = DIx, 50
(a) Let « >0, K >0,0<e<1and1<s<,/p Assume that X1, ..., X, are independent sub-Weibull random variables
of order o, with || X;||y, < K for all i € [p]. By setting

4 4p
a > Klog!/® (2) and r= 22/0‘K2810g2/a< )
€s \Ves
we have P(Z > r) < e.
(b) Let « > 2, K >0,0<e<1and1<s<p. Assume that E|X;/K|* <1 for all i € [p]. By setting
26p)1/0¢ 0472K28<2ﬁ)2/a’

and r=
€s « €S

a>K(

we have P(Z > r) < e.
(c) Assume the same conditions as in (b). Write Z; .= f:l(Xi2 — 1)]1{|X1.|2a5} to make the dependence on s explicit. By
choosing the same as and rs as in (b), we have

]P(max Zs[rs > 1) < 2e.
s€[p]

Proof. We denote the order statistics of [ X1],...,|X,| as [X|q) < ... < |X]. For x > 0, we write g, := min;epp,) P(| X3 >
z) and Jp := {i € [p] : | X;| > x}.
(a) Note that ¢, < 2exp{—(xz/K)*} by Proposition 29(a). Since s < ,/p, we observe that

ZK2 2/0‘( J) ZK21og2/“(€s2) 22/“1(2510%2/&(\[8)

Then, by a union bound and a binomial tail bound, we have

P(Z > 7) < P(|Ja| > 9) +P<Z(X|%p-j+1> -1)> )

j=1
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S
o (4ep
P(17a] > 5) + Zp(pﬂ(mﬂ) - K log!/ (sj))

(@) fren (@) 52 fronf (S Y
< (e/2)° + i<€/2)j <e.

(b) Note that ¢, < (K/a)® by Chebyshev’s inequality. We now observe that

s 2/ 2/ S — 2/a
ZK2<22> SKQ(@) {1+/ x_Q/adx}Sa 2K23<22) =r
ot €] € 1 a €s

The rest then follows from the proof for part (a).
(c) By a union bound and the proof for the previous parts, we have

P(max Z,/r, > 1) < (Z]}D | Tao)| >8) (maXZ (X = 1) >1>

s€lp] s€lp] Ts

S
= P c
P P
<) (/2 + D> (e/2) <2
s=1 j=1
O
Lemma 35. Let v > 0. Then, for all = > (27 — 1)~/ we have
Zexp{—(in)’Y} < 2exp(—z7).
i=0
Proof. By the convexity of y — 27¥, we have that 2017 — 217 > 217 — 2(i=1)7 and thus
27 =14 (27 —20717) > 1 4i(27 - 1),
j=1
for all i € ZT. Denote ¥ := exp(z”). We hence deduce that when 7 > 2777,
iy 1
~ 20 ~—1-(27—1) %—1
Zexp{ x2 } Z <Z (1_35‘_(27_1)) <2z .
O
Lemma 36. Let Z1,...,7Z, be independent mean zero random variables.
(a) Assume that there exists C > 0 such that EZ} < C for all i € [n]. Then for any v = (vy,...,v,)" € R", we have

E {(i viziﬂ < 3C|v]|3.

(b) Assume that there exists C' > 0 such that E(|ZZ\2’“) < C for some k > 1. Then, there exists a constant Cy, > 0, depending

only on k and C' such that
n 2k
EU ZZl/n‘ } < CpnF
i=1
Proof. (a) Since EZY =1 and EZ} = 0 for all i € [n], we have

E[(in)] ZU4EZ4+ Y 6uPlE(Z223) <C’(Zv + > 6ot )
=1 1<i<j<n 1<i<j<n

<s0(302)’,

=1



IEEE TRANSACTIONS ON INFORMATION THEORY 48

where the first inequality follows from Jensen’s inequality.

(b) Note that S; := 5:1 Z; is a martingale (adapted to the natural filtration) and [S]; := 5:1 Zf can be viewed as the

quadratic variation of this martingale. By Burkholder-Davis—Gundy inequality, e.g. Theorem 1.1 of [59], we have for any
k>1,

1) < [ (i) "] < cue[(1)']

for some constant C ; > 0, depending only on k. Thus, we have

B[S 2" < St [(222) | < g Zm B O
i=1

where we have used Jensen’s inequality in the second inequality. O
Lemma 37. Let k > 1 and Vi,...,Vy, be independent random vectors in RP, each having zero mean jnd independent
coordinates. Assume that there exists C > 0 such that E[|V;(j)|**| < C for all i € [L] and j € [p]. Denote V := ZiL:1 Vi/L.

Then for any 6 € (0,1), we have

P 1y/1
S (v 1/L)’>Ck6 "><5

Jj=1

|

for some constant C}, > 0, depending only on C and k.

Proof. We first prove the result for 1 < k < 2. Note that for any n > 0

()

Zp: - 1/L)’ > n> <pIF’(|L( (1) —1/L)| > n)
( i ~ /D [L(7*(G) - 1/L)| < n}‘ > n). (119)

We control the two terms separately. For the first term, we have

L, E[|lLV Q) — 1] 21 (BLV )" +1) ok
P(/L(v (1)—1/L)|>n>§ “ 7 ”< ( | . | )<2 (iz,wl)’

where the three inequalities follow, respectively, from Markov’s inequality, Jensen’s inequality and Lemma 36(b), with Cy j
being the constant that depends only on C' and k in that lemma. For convenience, we denote C j, := 2¥71(Cp ,, + 1) hereafter.
For the second term in (119), we have

( SUD{Lr ) - U] <} > )

7712{17181 {(LVQ(D —~ 1)2]1{|L(V2(1) —1/L)| < n}}
+p? (E {L(VQ(l) - 1/L)11{|L(VQ(1) —1/L)| > n}]>2}
%E[’LVQ(I) — 1] + f;z{IE“LV?(I) -1"] }Q/k{IPQL(V?(l) ~1/L)] > n) }Q(H)/k

Ch,kp n 012,/15172 (01,k>2(k1)/k
n RN ’
where we have used Markov’s inequality for the first inequality, Holder’s inequality for the second one and (120) for the last
one. Combining (119), (120) and (121), we have

(0>

Note that if Cy xp/ n* > 1, the bound above holds trivially. Therefore we obtain

(ZL D-1/1)>0) < 2042

(120)

IN

IN

<

(121)

201 kp  COFpp?
V2G) - 1/D)| > ) < 2 4 S
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for any 1 > 0, which is equivalent to the claimed bound.
For k > 2, by Markov’s inequality, (120) and Lemma 36(b), there exists a constant C ;, > 0, depending only on k and C'
such that

]EU S L(VR () - 1/L)H

—2 Oy 1p"/?
P(|L(V*(1) - 1/L)| > n) < . < 2P
n n
which proves the desired result.
O
Lemma 38. Letn € Z7 and ¢ € R. Let ay,...,an,b1,...,b, be 2n real numbers. Suppose that a; — b; < c for all i € [n)].

Then
median(ay, ..., a,) — median(by,...,b,) < c.

Proof. We sort the two arrays respectively and obtain a(;) < ... < ag,) and b1y < ... < b(,). We show that ag;) — by < ¢
for all ¢ € [n]. Indeed, there exists a set Z; C [n] with |Z;| > 4 such that

by = max{b; : j € Z;} > max{a; —c:j € L} > ay) —c.

The desired results follows by observing that the median is a convex combination of the order statistics. O
Lemma 39. Let 1 < a < 2and X4,...,X, be independent random vectors in RP with mean p. Assume that the distribution
of X; — u belongs to W,, for each i € [n]. Then

_ e

P ([IX — ko] = w) < T2,
ne=ly
for any u > 0.
Proof of Lemma 39. By Lemma 4.2 in [42], we have
— 2
E[(X — p,v)|* < o

for any unit vector v € RP. This means that X — y also satisfy (36) but with a different constant instead of 1. Then, we use
Lemma 4.1 in [42] to deduce

o3
2

—_ P i
BIX - pllf <

By triangle inequality and Markov’s inequality, we have

a
Ly
no—lya’

P (|1l — o] > ) < BOX — plls > w) <

as desired. O
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