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DAvis AND KAHAN (1970)

>

Davis, C. & KAHAN, W. M. (1970). The rotation of eigenvectors by a perturbation. .
SIAM J. Numer. Anal. 7, 1-46.
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APPLICATION IN STATISTICAL LITERATURE W:P

These citations include...

> Sun, T. & Zhang, C.-H. (2012). Calibrated elastic regularization in matrix completion. Adv.
Neural Inf. Proc. Sys. 25.

> CalL T.T, Ma, Z. & Wu, Y. (2013). Sparse PCA: Optimal rates and adaptive estimation.
Ann. Statist. 41, 3074-3110.

> FAN, J. & Han, X. (2013). Estimation of false discovery proportion with unknown
dependence. arXiv preprint, axXiv:1305.7007.

> FaN, ], Liao, Y. & Mincheva, M. (2013). Large covariance estimation by thresholding
principal orthogonal complements. J. Roy. Statist. Soc., Ser. B 75, 603-680.

> Gao, C., MA, Z., REN, Z. & Zhou, H. H. (2014). Minimax estimation in sparse canonical
correlation analysis. arXiv preprint, arXiv:1405.1595.

> Yu, Y., FENG, Y. & SAMWORTH, R. . (2014). Fused community detection. manuscript.

> WANG, T., BERTHET, Q. & SAMWORTH, R. J. (2015). Computational and statistical trade-offs
in estimation of sparse principal components. arXiv preprint, arXiv:1408.5369.

Our results could be applied directly to allow these authors to assume more natural
conditions, to simplify proofs, and in some cases, to improve bounds.
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PRINCIPAL ANGLES P

If U,V € RP*? with p > d are matrices with orthonormal columns, then the
principal angles between them are given by cos ™' o1, ..., cos™ ' a4, where
01 < --- < gy are the singular values of uTv.

Let ©(U, V) denote the d x d diagonal matrix whose jth diagonal entry is the jth
principal angle, and let sin ©(U, V) be defined entrywise.
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DAvis—KAHAN sin @ THEOREM P

Theorem (Davis—Kahan sin 6 theorem). Let ¥, 3 € RP*P be symmetric, with

eigenvalues A\; > ... > A, and > > ... > 3\ respectively Fix 1 S r<s<pand
setd=s—r+1.LetV=(v,... vS)GRPXdand V—(v,,.. %) € RP*4 have
orthonormal columns satisfying Zv, =Nyand 30, = A\ forj=r,r+1,...,sIf

6= inf{\A —A:Xe [As,)\,],)\ S (—oo,As_1] U [/\r+1,oo)} >0,
where 3\0 = —o0 and 3\p+1 = 00, then

sy

I sin©(, V)l < ==

Remark Both occurrences of the Frobenius norm can be replaced with the operator
norm || - ||op, Or any other orthogonally invariant norm.
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DAvis—KAHAN sin @ THEOREM %

Frequently in applications, we have r = s = j, in which case we can conclude that

£ — %lop )
min(|Aji—1 = Al [ A — Ajl)

sin© (¥}, ) <

Since we may reverse the sign of ¥; if necessary, there is a choice of orientation of ;

for which '\?fvj > 0. For this choice, we can also deduce that

1% — vill < V2sin©(¥;, v;).

How to use

S1. Argue 3 is close to ¥

S2. Argue, e.g. using Weyl’s inequality, that with high probability,
N1 = Nl > o = N)/2and [N = N| > (A = A) /2.
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VARIANT OF THE DAvIS—KAHAN sin § THEOREM

Theorem 1. Let X, 3 € RPXP be symmetric, with eigenvalues \; > ... > A, and

A1 > ... > Aprespectively. Fix 1 < r <'s < p and assume that

mln( )\,7)\ Ast1) > 0, where Ao = co and A\py1 = —o0. Letd =s—r+1,
mMﬂVA(MWMPHJQGRMdmdV:(%%“VHJQGRMdMW
orthonormal columns satisfying Zv; = A\jvjand 59, = \;% for j=r,r+1,...,s.
Then

2min(d"?|[% — Zlop, £ — Z|lr)

inO(V <
H SIne(V7 V)HF —_ min()\,—f] . >\r-, >\s . )\S+1)

Moreover, there exists an orthogonal matrix O € R?*9 such that

22 min(d'|[% — X, 1% — Xr)
mln()\, 1 >\l’7>\ >\s+1)

VO — V| <
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SHARPNESS OF THE CONSTANTS

Example

()

S S IO I =)

Leading eigenvectors of ¥ and ¥ are v = (1,0)" and ¥ = (- )2, —e) T
respectively. Then

2[|% — = lop
3—-1

sin@(,v) =¢, |[1—v|[*=2-201-¢)"? and = 2.
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EXTENSION TO GENERAL MATRICES

WEDIN, P.-A. (1972) proved a generalisation of Davis—Kahan theorem for the
singular values of perturbed matrices.

Theorem 2. Let A, A € RP*9 have singular values o1 > ... > Opin(p,q) and

812 ... 2> Gmin(p,q) respectively. Fix 1 < r <'s < rank(A) and assume that
min(o?_, — 0%,02 — ol;) > 0, where o5 = oo and Jrzank(A)+1 = —o0. Let
d=s—r+1andlet V= (v,v1,...,%) € R and

V = (¥, %41, ..., %) € R have orthonormal columns satisfying Av; = o;u; and

AV; = Gjujforj=r,r+1,...,s. Then

2(201 + ||A — Allop) min(d"/*[|A — Allop, || A — Allr)
min(o?_, — 07,08 — s+1)

Isin®(V, V)|lr <

Moreover, there exists an orthogonal matrix O € R?*? such that

2%(201 + || A — Allop) min(d"||A — Allep, A — Alle)

min(o}_, — 07,08 — 07,,)

[VO— Vs <
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SKETCH OoF PrROOF

Theorem 1 bound the distance between matching eigenspaces by the ratio of the
matrix distance and the eigengap 6 := min(Ar—1 — Ar, As — Asp):

2min(d"?||% = Zllop, |1 = Zlr)

| sin@(V, V)||r < 5 .

Proof outline of Theorem 1.
1. Use the definition of principal angles to rewrite

Isin ©(V, V)l = 325, 1l = VW)
2. As (I, — VVT)¥; is orthogonal to span(V), when transformed by \;[, — X it satisfies
3ll(y = VW < It = D)o = VW < 101 = D)l

3. Split (A\jlp — X)9 = (£ - )y — (5\1 — Aj)¥ and bound everything in terms of
[page Y ||op using Weyl’s inequality.
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VARIANT OF THE DAVIS—KAHAN THEOREM
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